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Abstract. For numerical simulation of one-dimensional diffraction gratings both in TE
and TM polarization, an enhanced adaptive finite element method is proposed in this
paper. A modified perfectly matched layer (PML) formulation is proposed for the trun-
cation of the unbounded domain, which results in a homogeneous Dirichlet boundary
condition and the corresponding error estimate is greatly simplified. The a posteriori
error estimates for the adaptive finite element method are provided. Moreover, a lower
bound is obtained to demonstrate that the error estimates obtained are sharp.
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1 Introduction

Due to its wide applications in micro-optics, diffraction gratings have recently received
considerable attentions in both engineering and computational sciences [1, 2, 14]. There
are various methods for the numerical simulation of diffraction gratings; among which
the finite element method is one of the most popular approaches due to its capability in
handling complicated geometries and boundary conditions. There are two challenges in
applying the finite element method to diffraction grating simulation. One is to truncate
the unbounded domain into a bounded one with some adequate approximation accuracy,
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and the other is to resolve the solution singularity caused by the discontinuity of the
dielectric coefficient. To address these two issues, the perfectly matched layer (PML) [7]
technique combined with a posterior error estimate based adaptive finite element method
have been applied [4, 16].

Since the pioneering work of Babuška and Rheinboldt [6], the adaptive finite element
methods based on a posteriori error estimates have become a central theme in scien-
tific and engineering computations. For appropriately designed adaptive finite element
procedures, the meshes and the associated numerical complexity are quasi-optimal, see,
e.g., [4,9,11–13,15,16]. This makes the adaptive finite element method attractive for grat-
ing problems, which is often combined with the PML technique. In [16], Chen and Wu
introduced an adaptive linear finite element algorithm with PML for domain truncation.
A posteriori error estimate is derived to determine the PML thickness parameters auto-
matically. Moreover, an exponential decay factor is introduced so that the a posteriori
error estimate decays exponentially with respect to the distance to the computational do-
main, which makes the computational cost insensitive to the thickness of the absorbing
layer. Later in [4], a second-order adaptive finite element method with error control was
developed by Bao et al. for one-dimensional grating problems. The method has been ap-
plied to solve problems such as the 2D acoustic problem [17] and the 3D electromagnetic
scattering problem [8].

Based on the work of Chen and Wu [16], several important improvements on the
PML-based adaptive finite element method will be made in this paper:

(a) The PML formulation in [16] is modified by subtracting an auxiliary function from
the electric field variable which satisfies the Helmholtz equation. The modification results
in a homogeneous Dirichlet condition for all the boundaries, while in [16], the boundary
condition on the upper boundary is not homogeneous. As a consequence, the exponential
decay factor used for the error estimation in [16] is deleted here and accordingly the error
analysis and practical implementation of the PML algorithm are greatly simplified.

(b) Furthermore, the error estimate for the PML is improved on the situation where
the imaginary part of dilectric coefficient is small and positive, and the error bound is
much better than that in [16]. The derived error estimate also implies that the solution of
the PML problem converges exponentially to the solution of the grating problem when
either the thickness of the PML layers or the PML medium parameters approaches infin-
ity.

(c) A posteriori error estimates between the solution of the grating problem and the
finite element approximation of the PML problem are derived. Since the modification
of PML formulation results in a homogeneous Dirichlet boundary condition, both the
estimations and proving are much simpler than that in [16]. And a lower bound of the
a posterior error estimates is obtained, which is missed in [16]. The lower bound is not
used in the practical adaptive finite element procedure, however it illustrates that the
derived error estimates are sharp.

The remainder of this paper is organized as follows. In Section 2 the 1D diffraction
gratings model is presented. In Section 3 the modified PML formulation is introduced
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first, and then the finite element discretization with the error analysis are given. In Sec-
tion 4 a sharp a posteriori error estimate which lays down the basis for the adaptive
method is provided. A lower bound of the error between the PML solution and its finite
element approximation is also derived. In Section 5 the results on the TM polarization
are presented. The adaptive algorithm is outlined in Section 6 and a numerical example
is included as well. Finally the conclusion and future work are contained in Section 7.

2 The 1D diffraction gratings model

The diffraction grating problem that arises when an electromagnetic wave is incident on
a periodic structure is considered. The time harmonic Maxwell equations can be written
as

∇×E−iωµH=0, (2.1)

∇×H+iωεE=0. (2.2)

Here E and H are the electric and magnetic field vectors, and ε(x) represents the dielectric
coefficient, where x=(x1,x2,x3). We will consider only the one-dimensional (1D) grating
problem in which the medium and the grating structure are assumed to be constant in
the x2 direction. The dielectric coefficient ε(x)= ε(x1,x3) is assumed to be periodic in the
x1 direction with the period L>0:

ε(x1+nL,x3)= ε(x1,x3) ∀ x1,x3∈R, n integer.

The dielectric coefficient ε(x) can be complex. And it is assumed that Imε(x) ≥ 0 and
Reε(x) > 0 when Imε(x) = 0. Also ε is supposed to be constant away from the region
{(x1,x3) : b2 < x3 < b1} (see Fig. 1) in the sense that there exist constants ε1 and ε2 which
satisfies

ε(x1,x3)= ε1 in Ω1 ={(x1,x3) : x3≥b1},

ε(x1,x3)= ε2 in Ω2 ={(x1,x3) : x3≤b2}.

In a practical application, we have ε1 >0, but ε2 may be complex depending on prop-
erty of the substrate material used in Ω2. Based on the direction and polarization of
the incident plane wave, the Maxwell equations can be simplified by considering two
fundamental polarizations: the transverse electric (TE) polarization and the transverse
magnetic (TM) polarization. In the TE case, the electric field E is parallel to the x2 axis:
E=(0,u,0)T ∈R3, where u=u(x1,x3) satisfies the Helmholtz equation

∆u+k2(x)u=0 in R
2. (2.3)

Here k2(x)=ω2ε(x)µ is the magnitude of the wave vector. Similarly, in the TM case, the
magnetic field H is parallel to the x2 axis: H=(0,u,0)T ∈R3, where u = u(x1,x3) satisfies
the equation

div
( 1

k2(x)
∇u
)
+u=0 in R

2. (2.4)
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Figure 1: Geometry of the grating problem.

3 The modified PML formulation and the discrete problem

3.1 The modified PML formulation

Modified variational formulations for the grating problem (2.3) and (2.4) using PML
techniques are proposed in this section. As the techniques for both the TE and TM polar-
ization are similar, we shall concentrate on the TE polarization in this section, and then
state the main results for the TM polarization in section 5.

Before introducing the absorbing PML layers, some definitions and results about the
variational formulation with transparent boundary conditions are presented. For a more
general discussion, please refer to [4, 16].

Let uI = eiαx1−iβx3 be the incoming plane wave which is incident upon the grating
surface from the top, where α = k1 sinθ, β = k1 cosθ, and −π/2 < θ < π/2. Here θ is the
incident angle. We are concerned about a quasi-periodic solution u of (2.3) in the sense
that uα =ue−iαx1 and it is periodic in x1 with a period L>0.

Let Γj={(x1,x3) :0<x1<L, x3=bj}, j=1,2. Then the domain of the problem is reduced
to

Ω={(x1,x3) : 0< x1 < L, b2 < x3 <b1}.

For each integer n, let αn = 2πn/L. As uα is periodic in the x1 direction, it has a Fourier
series expansion

uα(x1,x3)= ∑
n∈Z

u
(n)
α (x3)eiαn x1 , u

(n)
α =

1

L

∫ L

0
uαe−iαnx1 dx1.

Thus we have the expansion

u(x1,x3)=uαeiαx1 = ∑
n∈Z

u
(n)
α (x3)ei(αn+α)x1 .
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For any integer n∈Z and j=1,2, βn
j is defined as

(βn
j )

2 = k2
j −(αn+α)2, Imβn

j ≥0,

where k2
j =ω2ε jµ, and k2

j 6=(αn +α)2, ∀n∈Z.

Substituting the above expansion into the Helmholtz equation (2.3) and noticing that
the radiation condition for the diffraction problem implies that u is composed of bounded
outgoing plane waves in Ω1 (and Ω2), the following Rayleigh expansion can be obtained
in Ω1:

u=uI+ ∑
n∈Z

An
1ei(αn+α)x1+iβn

1 x3 , x∈Ω1.

Similarly, the following Rayleigh expansion can be obtained in Ω2:

u= ∑
n∈Z

An
2 ei(αn+α)x1−iβn

2 x3 , x∈Ω2.

Usually, the grating structure is not very close to the upper boundary Γ1 of the domain Ω.
Thus it follows that there exists a constant δ>0 such that the grating structure is located
in {(x1,x3) : 0 < x1 < L, b2 < x3 < b1−δ}. Furthermore, a new variable is introduced by
assuming

v(x1,x3)=u(x1,x3)−w(x3)uI. (3.1)

Here w(x3)∈C2(R) is chosen as:

w(x3)=






1 if b1≤ x3,

ρ(
1

δ
(x3−b1+δ)) if b1−δ≤ x3 <b1,

0 if x3 <b1−δ,

where ρ(τ)=6τ5−15τ4+10τ3, v=u−uI in Ω1 and v=u in Ω2. We require ρ(τ) satisfies
ρ(0)=0, ρ(1)=1 and ρ∈C2[0,1]. For simpleness, we choose it as a polynomial.

For any quasi-periodic function f with an expansion

f = ∑
n∈Z

f (n)ei(αn+α)x1 ,

the following Dirichlet to Neumann operator Tj is introduced in [3]:

(Tj f )(x1)= ∑
n∈Z

iβn
j f (n)ei(αn+α)x1 , 0< x1 < L, j=1,2.

With the above notations, the Rayleigh expansion of u shows that v satisfies

∂v

∂ν
−T1v=0 on Γ1,

∂v

∂ν
−T2v=0 on Γ2, (3.2)
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where ν stands for the unit outer normal to ∂Ω. And the above two equations are similar
to transparent boundary conditions used in [4]. To define a variational formulation for
the 1D grating problem (2.3) with the boundary conditions (3.2), the following subspace
of H1(Ω) is introduced, which includes all the quasi-periodic functions:

X(Ω)={u∈H1(Ω) : u(0,x3)= e−iαLu(L,x3) forb2 < x3 <b1}.

Define the sesquilinear form b : X(Ω)×X(Ω)−→C as follows:

b(ϕ,ψ)=
∫

Ω
(∇ϕ∇ψ−k2(x)ϕψ)dx−

2

∑
j=1

∫

Γj

(Tj ϕ)ψdx1. (3.3)

Since the equation of u in the domain Ω is the original Helmholtz equation ∆u+k2(x)u=
0, it follows that

∆v+k2(x)v=−g, in Ω,

where

g=

{
∆(w(x3)uI)+k2(x)w(x3)uI if b1−δ≤ x3≤b1,
0 otherwise.

(3.4)

Thus the weak formulation of the 1D grating problem in the TE polarization reads as
follows: Given an incoming plane wave uI = eiαx1−iβx3 , seek v∈X(Ω) such that

b(v,ψ)=
∫

Ω
f ψdx ∀ψ∈X(Ω). (3.5)

The existence of a unique solution v to (3.5) is proved for all but a sequence of count-
able frequencies ωj with |ωj|→+∞. The existence issue is not going to be elaborated here
and we just assume that (3.5) has a unique solution. And the general theory in Babuška
and Aziz [5, Chapter 5] implies that there exists a constant γ >0 such that the following
inf-sup condition holds:

sup
0 6=ψ∈H1(Ω)

|b(ϕ,ψ)|
‖ψ‖H1(Ω)

≥γ‖ϕ‖H1(Ω) ∀ ϕ∈X(Ω). (3.6)

Now we turn to the introduction of absorbing PML layers. The computational do-
main Ω is surrounded by two PML layers with thickness δ1 and δ2 in Ω1 and Ω2 respec-
tively. Let s(x3)= s1(x3)+is2(x3) be the model medium property and it satisfies

s1, s2∈C(R), s1≥1,s2≥0, and s(x3)=1 for b2≤ x3≤b1. (3.7)

Here we remark that, in contrast to the original PML condition which takes s1 ≡1 in
the PML region, a variable s1 is used here to attenuate both the outgoing and evanescent
waves. The advantage of this extension makes our method insensitive to the distance
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of the PML region from the structure. Following the general idea in designing PML
absorbing layers, we introduce the PML regions

ΩPML
1 ={(x1,x3) : 0< x1 < L and b1 < x3 <b1+δ1},

ΩPML
2 ={(x1,x3) : 0< x1 < L and b2−δ2 < x3 <b2},

and the PML differential operator

L :=
∂

∂x1

(
s(x3)

∂

∂x1

)
+

∂

∂x3

( 1

s(x3)

∂

∂x3

)
+k2(x)s(x3).

Then the PML equation assumes the form (see [4, 16])

L(û−uI)=0 in ΩPML
1 ,

Lû=0 in ΩPML
2 ,

where û satisfies the Helmholtz equation ∆û+k2û=0 in Ω. Assume

v̂(x1,x3)= û(x1,x3)−w(x3)uI, (3.8)

and let D={(x1,x3) : 0< x1 < L,b2−δ2 < x3 <b1+δ1}. Applying (3.7), we can formulate a
modified PML model:

Lv̂=−g in D, (3.9)

with a quasi-periodic boundary condition in x1 direction:

v̂(0,x3)= e−iαLv̂(L,x3) for b2−δ2 < x3 <b1+δ1,

and a Dirichlet boundary condition:

v̂=0 on ΓPML
1 ={(x1,x3) : 0< x1 < L, x3 =b1+δ1},

v̂=0 on ΓPML
2 ={(x1,x3) : 0< x1 < L, x3 =b2−δ2},

where the source function g is defined in (3.4). For any G⊂D, define

X(G)={u∈H1(G) : uα =ue−iαx1 is periodic in x1 with period L},

and the sesquilinear form a
G

: X(G)×X(G)−→C can be introduced as

a
G
(ϕ,ψ)=

∫

G
(s(x3)

∂ϕ

∂x1

∂ψ

∂x1
+

1

s(x3)

∂ϕ

∂x3

∂ψ

∂x3
−k2s(x3)ϕψ)dx.

Define
◦
X(D)={u∈X(D), u=0on ΓPML

1 ∪ΓPML
2 }. Then the weak formulation of the PML

model reads as follows: Find v̂∈
◦
X(D) such that

a
D
(v̂,ψ)=

∫

D
gψdx ∀ψ∈

◦
X(D). (3.10)
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Our next objective is to prove the existence and uniqueness of the above problem and
derive the error estimate between v̂ and v=u−w(x3)uI. Here we remind that v−v̂=u−û
is the error between the solutions of the original PML problem and the 1D grating prob-
lem. To achieve the goal, we first find an equivalent formulation of (3.10) in the domain
Ω. Similar to the derivation of the variational formulation with transparent boundary
condition, we get the following:

v̂= ∑
n∈Z

ζn
1 (x3)

ζn
1 (b1)

û
(n)
α (b1)ei(αn+α)x1 in ΩPML

1 ,

v̂= ∑
n∈Z

ζn
2 (x3)

ζn
2 (b2)

û
(n)
α (b2)ei(αn+α)x1 in ΩPML

2 ,

where

ζn
1 (x3)=exp

(
−iβn

1

∫ b1+δ1

x3

s(τ)dτ
)
−exp

(
iβn

1

∫ b1+δ1

x3

s(τ)dτ
)

,

ζn
2 (x3)=exp

(
−iβn

2

∫ x3

b2−δ2

s(τ)dτ
)
−exp

(
iβn

2

∫ x3

b2−δ2

s(τ)dτ
)

.

For any quasi-periodic function f having the expansion

f = ∑
n∈Z

f (n)ei(αn+α)x1 ,

the Dirichlet to Neumann operator TPML
j is defined as:

(TPML
j f )(x1)= ∑

n∈Z

iβn
j coth(−iβn

j σj) f (n)ei(αn+α)x1 , 0< x1 < L, j=1,2,

where coth(τ)=(eτ +e−τ)/(eτ−e−τ) and

σ1 =
∫ b1+δ1

b1

s(τ)dτ, σ2 =
∫ b2

b2−δ2

s(τ)dτ. (3.11)

Then it follows that

∂v̂

∂ν
−TPML

1 v̂=0 on Γ1,
∂v̂

∂ν
−TPML

2 v̂=0 on Γ2.

This motivates us to introduce the sesquilinear form bPML : X(Ω)×X(Ω)−→C,

bPML(ϕ,ψ)=
∫

Ω
(∇ϕ∇ψ−k2(x)ϕψ)dx−

2

∑
j=1

∫

Γj

(TPML
j ϕ)ψdx1, (3.12)

and introduce the following variational problem: Find ϑ∈X(Ω) such that

bPML(ϑ,ψ)=
∫

Ω
gψdx ∀ψ∈X(Ω), (3.13)
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where g is defined in (3.4).
The following lemma [16] establishes the relation between the variational problem

(3.4) and the modified PML model problem (3.10).

Lemma 3.1. Any solution v̂ of the problem (3.10) restricted to Ω is a solution of (3.13). Con-
versely, any solution ϑ of the problem (3.13) can be uniquely extended to the whole domain D to
be a solution of (3.10).

Let

∆n
j =
∣∣∣Re(k2

j )−(αn +α)2
∣∣∣
1/2

, Uj ={n :Re(k2
j )≥ (αn+α)2}, j=1,2,

∆−
j =min{∆n

j : n∈Uj}, ∆+
j =min{∆n

j : n /∈Uj}. (3.14)

The following lemma plays a key role in the subsequent analysis.

Lemma 3.2. For any ϕ,ψ∈X(Ω), we have
∣∣∣∣
∫

Γj

(Tj ϕ−TPML
j ϕ)ψdx1

∣∣∣∣≤Mj‖ϕ‖L2(Γj)
‖ψ‖L2(Γj)

,

and Mj =min(Ma
j ,Mb

j ), where

Ma
j =





max

(
2∆−

j

exp(2σI
j ∆−

j )−1
,

2∆+
j

exp(2σR
j ∆+

j )−1

)
if σR

2 ∆+
j ≥1 and σI

2∆−
j ≥1,

+∞ otherwise,

Mb
j =






2|k j|
exp(2σR

j Imk j)−1
if Imε j >0,

+∞ otherwise,

and σR
j ,σI

j are the real and imaginary parts of σj defined in (3.11), that is, σj =σR
j +iσI

j .

Proof. For any ϕ,ψ∈X(Ω), their traces on Γj have the following expansions:

ϕ(x1,bj)= ∑
n∈Z

ϕ
(n)
α (bj)ei(αn+α)x1 , ψ(x1,bj)= ∑

n∈Z

ψ
(n)
α (bj)ei(αn+α)x1 ,

where ϕ
(n)
α and ψ

(n)
α are the Fourier coefficients of the periodic functions

ϕα(x1,bj)= ϕ(x1,bj)e−iαx1 , ψα(x1,bj)=ψ(x1,bj)e−iαx1 ,

respectively. The orthogonality property of the Fourier series yields

‖ϕ‖2
L2(Γj)

=‖ϕα‖2
L2(Γj)

= L ∑
n∈Z

∣∣∣ϕ(n)
α (bj)

∣∣∣
2
,

‖ψ‖2
L2(Γj)

=‖ψα‖2
L2(Γj)

= L ∑
n∈Z

∣∣∣ψ(n)
α (bj)

∣∣∣
2
,
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and ∫

Γj

(Tj ϕ−TPML
j ϕ)ψdx= L ∑

n∈Z

iβn
j (1−coth(−iβn

j σj))ϕ
(n)
α (bj)ψ

(n)
α (bj). (3.15)

Define

ξn =
1

2
(Re(k2

j )−(αn+α)2), η =
1

2
Im(k2

j ), (3.16)

and observe that (βn
j )

2 =2(ξn +iη). Since Im(k2
j )=ω2Im(ε j)µ≥0, we obtain that

Reβn
j =(

√
ξ2

n+η2+ξn)1/2, Imβn
j =(

√
ξ2

n+η2−ξn)
1/2. (3.17)

Thus Re(−2iβn
j σj)=2(σR

j Imβn
j +σI

j Reβn
j )≥2σR

j Imβn
j , which implies that

∣∣∣iβn
j (1−coth(−iβn

j σj))
∣∣∣=
∣∣∣∣∣

2βn
j

e
−2iβn

j σj −1

∣∣∣∣∣

≤
2
∣∣∣βn

j

∣∣∣

e
2σR

j Imβn
j −1

=
2
√

2(ξ2
n +η2)1/4

e
2σR

j (
√

ξ2
n+η2−ξn)1/2−1

.

For the sake of convenience, we make the following notations:

g(ξn,η) :=
(ξ2

n +η2)1/4

e
2σR

j (
√

ξ2
n+η2−ξn)1/2−1

,

P(ξn,η) :=
∣∣∣iβn

j (1−coth(−iβn
j σj))

∣∣∣≤2
√

2g(ξn,η).

Simple differential computation gives

∂g(ξn ,η)

∂ξn
=

(ξ2
n +η2)−3/4e2σR

j (
√

ξ2
n+η2−ξn)1/2

(e
2σR

j (
√

ξ2
n+η2−ξn)1/2−1)2

[
(1−e

−2σR
j (
√

ξ2
n+η2−ξn)1/2

)ξn/2

+
√

ξ2
n +η2σR

j (
√

ξ2
n +η2−ξn)

1/2
]
≥0,

which shows that g(ξn,η) increases with respect to ξn. As ξn ≤ 1
2Rek2

j , it can be verified

that for n∈Z

P(ξn,η)≤2
√

2g(
1

2
Rek2

j ,η)=
2
∣∣kj

∣∣

e
2σR

j Imk j −1
, if Imε j >0. (3.18)
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For n /∈Uj, we have

∂g(ξn ,η)

∂η
=

η(ξ2
n +η2)−3/4e

2σR
j (
√

ξ2
n+η2−ξn)1/2

(e
2σR

j (
√

ξ2
n+η2−ξn)1/2−1)2

[
(1−e

−2σR
j (
√

ξ2
n+η2−ξn)1/2

)1/2

−
√

ξ2
n +η2σR

j /(
√

ξ2
n+η2−ξn)1/2

]

≤η(ξ2
n +η2)−3/4e

2σR
j (
√

ξ2
n+η2−ξn)1/2

(e
2σR

j (
√

ξ2
n+η2−ξn)1/2−1)2

(1

2
−σR

j

|ξn|1/2

√
2

)
.

It is easy to see that |ξn|1/2≥ ∆+
j√
2
, so g(ξn ,η) decreases with respect to η>0, provided that

σR∆+
j ≥1. Thus we get

P(ξn,η)≤ 2
√

2|ξn|1/2

e
2
√

2σR
j |ξn |1/2

−1
≤

2∆+
j

e
2σR

j ∆+
j −1

, if σR
j ∆+

j ≥1. (3.19)

In the above deduction, we have used the fact that when x > 0 the function x/(eax−1)
decreases with respect to x, where a>0.

Similarly, for n∈Uj, it follows that

Re(−2iβn
j σj)=2(σR

j Imβn
j +σI

j Reβn
j )≥2σI

j Reβn
j .

Consequently,

P(ξn,η)≤ 2
√

2(ξ2
n+η2)1/4

e
2σI

j (
√

ξ2
n+η2+ξn)1/2−1

≤ 2
√

2ξ1/2
n

e
2
√

2σI
j ξ1/2

n −1

≤
2∆−

j

e
2σI

j ∆−
j −1

, if σI
j ∆−

j ≥1. (3.20)

Combining (3.19) and (3.20) gives that, for n∈Z,

P(ξn,η)≤max

( 2∆+
j

e
2σR

j ∆+
j −1

,
2∆−

j

e
2σI

j ∆−
j −1

)
if σR

j ∆+
j ≥1, σI

j ∆−
j ≥1. (3.21)

Applying (3.18),(3.21) and the Cauchy inequality in (3.15) leads to the completion of the
proof.

Remark 3.1. The estimate between Tj and TPML
j is an improvement over the result in [16].

Our error bound is similar to that in [16] if σR
j ∆+

j ≥ 1, σI
j ∆−

j ≥ 1 and Imε j = 0, and is not

larger than that in [16] if Imε j>0. However, when Imε j>0 and Imε j is small, our estimate
is much better if ∆+

j and ∆−
j are not small.
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The following trace inequality is from [16] and the proof is omitted.

Lemma 3.3. For any ψ∈X(Ω), we have

‖ψ‖L2(Γj)
≤‖ψ‖H1/2(Γj)

≤ Ĉ‖ψ‖H1(Ω) ,

with Ĉ=
√

1+(b2−b1)−1. Here if ψ(x1,bj)=∑n∈Z ψ
(n)
α (bj)ei(αn+α)x1 on Γj,

‖ψ‖H1/2(Γj)
=

(
L ∑

n∈Z

(1+|αn+α|2)1/2
∣∣∣ψ(n)

α (bj)
∣∣∣
2
)1/2

.

Theorem 3.1. Let γ > 0 be the constant in the inf-sup condition (3.6) and assume that (M1+
M2)Ĉ2

< γ. Then the modified PML variational problem has a unique solution v̂. Moreover, we
have the following error estimate:

|||v− v̂|||Ω := sup
0 6=ψ∈H1(Ω)

|b(v− v̂,ψ)|
‖ψ‖H1(Ω)

≤ Ĉ
2

∑
j=1

Mj‖v̂‖L2(Γj)
. (3.22)

Remark 3.2. From the definition of v and v̂ we obtain the error estimate between the
solution of the grating problem u and the PML solution û:

|||u−û|||Ω = |||v+w(x3)uI− v̂−w(x3)uI|||Ω = |||v− v̂|||Ω.

We remark that the error estimate (3.22) is a posteriori in nature as it depends on the
modified PML solution v̂. This makes a posteriori error control possible (see Section 3
for details). The proof for the theorem is similar to that employed in [16] and here it is
omitted.

3.2 The discrete problem

In this section the finite element method for the modified PML problem (3.10) is pre-
sented. Let Mh be a regular triangulation of the domain D and remember that any el-
ement T ∈Mh is considered as closed. Let Vh(D)⊂ X(D) be the n-th order Lagrange

finite element space and
◦
Vh(D)= Vh(D)∩

◦
X(D), and denote the standard finite element

interpolation operator by Ih : C(D)−→Vh(D). Then the finite element approximation to

the modified PML problem (3.10) is defined as: Find v̂h ∈
◦
Vh(D) such that

a
D
(v̂h,ψh)=

∫

D
gψhdx ∀ψh∈

◦
Vh(D). (3.23)

Assume that the discrete problem (3.23) has a unique solution v̂h ∈
◦
Vh(D), and let

A(x)=

(
A11 0
0 A22

)
=




s(x3) 0

0
1

s(x3)



,

B(x)= k2(x)s(x3).
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Then the definition of L and aD can be rewritten as

L=div(A(x)∇)+B(x),

aD (ϕ,ψ)=
∫

D
(A(x)∇ϕ∇ψ−B(x)ϕψ)dx.

For any T∈Mh, we denote its diameter by hT .
Let Bh denote the set of all sides that do not lie on ΓPML

j , j = 1,2, and he stand for its

length for any e∈Bh and for any T∈Mh. We introduce the residual

RT :=Lv̂h|T +g|T . (3.24)

For any interior side e∈Bh which is the common side of T1 and T2 ∈Mh, we define the
jump residual across e as

Je =(A∇v̂h|T1
−A∇v̂h|T2

)·νe, (3.25)

where the unit normal vector νe of e points from T2 to T1. Also we define Γleft ={(x1,x3) :
x1=0, b2−δ2<x3<b1+δ1} and Γright={(x1,x3) :x1=L, b2−δ2<x3<b1+δ1}. If e=Γleft∩∂T
for some element T∈Mh and e′ is the corresponding side on Γright which is also a side of
some element T′, then the jump residual can be defined as

Je = A11

[
∂

∂x1
(v̂h|T)−e−iαL · ∂

∂x1
(v̂h|T ′)

]
,

Je′ = A11

[
eiαL · ∂

∂x1
(v̂h|T)− ∂

∂x1
(v̂h|T ′)

]
.

(3.26)

For any T∈Mh, we denote the local error estimator by ηT of the following form:

ηT =max
x∈T̃

|s(x3)|
[

hT‖RT‖L2(T)+(
1

2 ∑
e⊂T

he‖Je‖2
L2(e))

1/2

]
, (3.27)

where T̃ is the union of all elements in Mh that have nonempty intersection with T∈Mh.
With the above definitions and notations, we present the main result of this paper.

Theorem 3.2. There exists a constant C >0, depending only on the minimum angle of the mesh
Mh, such that the following a posteriori error estimate holds:

|||v− v̂h |||Ω ≤
2

∑
j=1

ĈMj‖v̂h‖L2(Γj)
+C(1+C1+C2)

(
∑

T∈Mh

η2
T

)1/2
,

where the constants Mj (j=1,2), Ĉ,Cj are defined in Lemmas 3.2, 3.3 and 4.3, respectively.

The proof of this theorem will be given in Section 4.

Remark 3.3. From the definition of v, it follows that

|||v− v̂h |||Ω = |||u−(v̂h +w(x3)uI)|||Ω,

which implies that v̂h +w(x3)uI can be used to approximate u.



J. Chen, D. S. Wang and H. J. Wu / Commun. Comput. Phys., 6 (2009), pp. 290-318 303

4 Error analysis

In this section the a posteriori error estimates in Theorem 3.2 is proved and the lower
bound of ‖v̂− v̂h‖ is obtained.

4.1 Error representation formula

For any ψ∈X(Ω), it can be extended to X(D) as follows:

ψ̃(x1,x3)= ∑
n∈Z

ζ
n
j (x3)

ζ
n
j (bj)

ψ
(n)
α (bj)ei(αn+α)x1 in ΩPML

j , j=1,2, (4.1)

where ζ
n
j (x3) is the conjugation of ζn

j (x3), and ψ
(n)
α (bj) are the Fourier coefficients of the

function ψα =ψe−iαx1 on Γj, and

ψ(x1,bj)= ∑
n∈Z

ψ
(n)
α (bj)ei(αn+α)x1. (4.2)

It is easy to see that ψ̃=ψ on Γj and Lψ̃=0 in ΩPML
j .

Lemma 4.1 ([16]). Let νj be the unit outer normal to ΩPML
j . Then for any ϕ,ψ∈X(Ω) we have

∫

Γj

TPML
j ϕψdx1 =−

∫

Γj

ϕ
∂ψ̃

∂νj
dx1. (4.3)

With no confusion of notations, we shall write ψ̃ as ψ in ΩPML
j in what follows.

Lemma 4.2 (Error representation formula). For any ψ∈X(Ω), which is extended to X(D)

according to (4.1), and ψh ∈
◦
Vh(D), we have

b(v− v̂h,ψ)=
∫

D
g(ψ−ψh)dx−a

D
(v̂h,ψ−ψh)+

2

∑
j=1

∫

Γj

(Tj−TPML
j )v̂hψdx1. (4.4)

Proof. First by (3.5), Lemma 3.1, (3.3) and (3.12), we have

b(v− v̂h,ψ)=b(v− v̂,ψ)+b(v̂− v̂h,ψ)

=bPML(v̂,ψ)−b(v̂,ψ)+bPML(v̂− v̂h,ψ)+b(v̂− v̂h,ψ)−bPML(v̂− v̂h,ψ)

=
2

∑
j=1

∫

Γj

(Tj−TPML
j )v̂ψdx1+bPML(v̂− v̂h,ψ)−

2

∑
j=1

∫

Γj

(Tj−TPML
j )(v̂− v̂h)ψdx

=
2

∑
j=1

∫

Γj

(Tj−TPML
j )v̂hψdx1+bPML(v̂− v̂h,ψ).
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Next, (3.12) and Lemma 4.1 together give

bPML(v̂− v̂h,ψ)= aΩ(v̂− v̂h,ψ)−
2

∑
j=1

∫

Γj

TPML
j (v̂− v̂h)ψdx

= aΩ(v̂− v̂h,ψ)+
2

∑
j=1

∫

Γj

(v̂− v̂h)
∂ψ

∂νj
dx1.

Since Lψ=0 in ΩPML
j according to (4.1) and (4.2), the Green formula shows that

aΩPML
j

(v̂− v̂h,ψ)=
∫

ΩPML
j

[
s(x3)

∂(v̂− v̂h)

∂x1

∂ψ

∂x1
+

1

s(x3)

∂(v̂− v̂h)

∂x3

∂ψ

∂x3

−k2(x)s(x3)(v̂− v̂h)ψ

]
dx

=−
∫

ΩPML
j

[
(v̂− v̂h)

∂

∂x1
(s(x3)

∂ψ

∂x1
)+(v̂− v̂h)

∂

∂x3
(

1

s(x3)

∂ψ

∂x3
)

+k2(x)s(x3)(v̂− v̂h)ψ

]
dx+

∫

∂ΩPML
j

(v̂− v̂h)A(x)∇ψ ·νj ds

=
∫

Γj

(v̂− v̂h)
∂ψ

∂νj
dx1.

Therefore, by using (3.10) and (3.23), we conclude that

bPML(v̂− v̂h,ψ)= aD(v̂− v̂h,ψ)

=
∫

D
g(ψ−ψh)dx−a

D
(v̂h,ψ−ψh).

This completes the proof.

4.2 Estimates for the extension

Lemma 4.3. For any ψ∈ X(Ω), let ψ be extended to the whole domain D according to (4.1).
Then we have the following estimates, for j=1,2:

∥∥∥s−1∇ψ
∥∥∥

L2(ΩPML
j )

≤Cj‖ψ‖H1(Ω) ,

with Cj =min(Ca
j ,Cb

j ), where

Ca
j =





Ĉmax

(
2
√

2|k j|δ1/2
j

1−exp(−2∆−
j σI

j )
,

2(|k j|+δjRe(k2
j )+1)1/2

1−exp(−2∆+
j σR

j )

)
if ∆+

j and ∆−
j >0,

+∞ otherwise,

Cb
j =





Ĉ

2[max(1,|k j|)(1+2δj(Imk j+|k j|))]1/2

1−exp(−2σR
j Imk j)

if Imε j >0,

+∞ otherwise.
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Proof. We define

r1(x3)=
∫ b1+δ1

x3

s(τ)dτ, r2(x3)=
∫ x3

b2−δ2

s(τ)dτ.

Then it follows that ζn
j (x3)= e

−iβn
j r j(x3)−e

iβn
j r j(x3) and consequently

dζ
n
j

dx3
= iβ

n

j (−1)js(x3)
[
eiβ

n
j r j(x3)+e−iβ

n
j r j(x3)

]
.

By direct calculation, we deduce from (4.1) that

∫ L

0
|∇ψ|2dx1 =L ∑

n∈Z

|αn +α|2|e−iβn
j r j(x3)−e

iβn
j r j(x3)|2|ζn

j (bj)|−2|ψ(n)
α (bj)|2

+L ∑
n∈Z

|βn
j |2|s(x3)|2|e−iβn

j r j(x3)+e
iβn

j r j(x3)|2|ζn
j (bj)|−2|ψ(n)

α (bj)|2.

We denote (b1,b1+δ1), (b2−δ2,b2) by I1 and I2 respectively. Then

∥∥∥s−1∇ψ
∥∥∥

2

L2(ΩPML
j )

=
∫

Ij

|s(x3)|−2
∫ L

0
|∇ψ(x1,x3)|2dx1dx3

≤L
∫

Ij

∑
n∈Z

max
±

|e−iβn
j r j(x3)±e

iβn
j r j(x3)|2|ζn

j (bj)|−2|ψ(n)
α (bj)|2×

[
|αn+α|2+|βn

j |2
]
dx3, (4.5)

where

|e−iβn
j r j(x3)±e

iβn
j r j(x3)|2|ζn

j (bj)|−2≤
∣∣∣∣
e

Re(−iβn
j r j(x3))+e

Re(iβn
j r j(x3))

e
Re(−iβn

j r j(bj))−e
Re(iβn

j r j(bj))

∣∣∣∣
2

. (4.6)

For n∈Uj, we have Reβn
j ≥∆n

j ≥∆−
j , Imβn

j ≥0; and thus

Re(−iβn
j rj(x3))=Reβn

j rI
j (x3)+Imβn

j rR
j (x3)≥Reβn

j rI
j (x3),

where rR
j ,rI

j are the real and imaginary parts of rj, i.e., rj = rR
j +irI

j . Then the right-hand

side of (4.6) is bounded as

∣∣∣∣
e

Re(−iβn
j r j(x3))+e

Re(iβn
j r j(x3))

e
Re(−iβn

j r j(bj))−e
Re(iβn

j r j(bj))

∣∣∣∣
2

= e
2Re(−iβn

j (r j(x3)−r j(bj)))

∣∣∣∣∣
1+e

2Re(iβn
j r j(x3))

1−e
2Re(iβn

j r j(bj))

∣∣∣∣∣

2

≤ 4e
2Reβn

j (−1)j
∫ x3

bj
s2(τ)dτ

(1−e
−2Reβn

j r I
j (bj))2

≤ 4

(1−e
−2∆−

j σI
j )2

if ∆−
j >0.

Similarly, for n /∈Uj, we have Reβn
j ≥0, and Imβn

j ≥∆n
j ≥∆+

j ; and thus

Re(−iβn
j rj(x3))≥ Imβn

j rR
j (x3).
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Then the right-hand side of (4.6) is bounded as

∣∣∣∣
e

Re(−iβn
j r j(x3))+e

Re(iβn
j r j(x3))

e
Re(−iβn

j r j(bj))−e
Re(iβn

j r j(bj))

∣∣∣∣
2

≤ 4(e
2Imβn

j (−1)j
∫ x3

bj
s1(τ)dτ

)

(1−e
−2Imβn

j rR
j (bj))2

≤ 4e
−2Imβn

j |x3−bj|

(1−e
−2∆+

j σR
j )2

if ∆+
j >0.

We have used the fact that s1(τ)≥1 in the above deduction.

Consequently, it follows that

∥∥∥s−1∇ψ
∥∥∥

2

L2(ΩPML
j )

≤L
∫

Ij

{
∑

n∈Uj

4

(1−e
−2∆−

j σI
j )2

|ψ(n)
α (bj)|2(|αn +α|2+|βn

j |2)

+ ∑
n/∈Uj

4e
−2Imβn

j |x3−bj|

(1−e
−2∆+

j σR
j )2

|ψ(n)
α (bj)|2(|αn +α|2+|βn

j |2)
}

dx3. (4.7)

Moreover, it is easy to get the following estimate:

∫

Ij

e
−2Imβn

j |x3−bj|dx3≤min
(

δj,
1

2Imβn
j

)
.

Substituting the above estimate into (4.7) yields

∥∥∥s−1∇ψ
∥∥∥

2

L2(ΩPML
j )

≤ ∑
n∈Uj

4Lδj

(1−e
−2∆−

j σI
j )2

|ψ(n)
α (bj)|2(|αn +α|2+|βn

j |2)

+ ∑
n/∈Uj

4Lmin(δj,
1

2Imβn
j
)

(1−e
−2∆+

j σR
j )2

|ψ(n)
α (bj)|2(|αn +α|2+|βn

j |2)

:=I+II.

If n∈Uj, then |αn+α|2+|βn
j |2≤2

∣∣kj

∣∣2. Consequently,

I≤ (Ca
j )

2Ĉ−2L ∑
n∈Uj

|ψ(n)
α (bj)|2.
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If n /∈Uj, using (3.16) and (3.17) yields

|αn+α|2+|βn
j |2 = |αn+α|2+2

√
ξ2

n +η2

= |αn+α|2+2[(Imβn
j )

2+ξn]=2(Imβn
j )

2+Re(k2
j )

≤2Imβn
j ·
√

2(ξ2
n +η2)

1
4 +Re(k2

j )

≤2Imβn
j

[
(Re(k2

j )−|αn+α|2)2+(Im(k2
j ))

2
] 1

4
+Re(k2

j )

≤2Imβn
j

[
|αn+α|4+

∣∣kj

∣∣4
] 1

4
+Re(k2

j )≤2Imβn
j (|αn+α|+

∣∣kj

∣∣)+Re(k2
j ).

Therefore,

(|αn+α|2+
∣∣∣βn

j

∣∣∣
2
)min

(
δj,

1

2Imβn
j

)

≤|αn+α|+
∣∣kj

∣∣+δjRe(k2
j )

≤
(∣∣kj

∣∣+δjRe(k2
j )+1

)(
1+|αn+α|2

) 1
2
,

which yields

II≤ (Ca
j )

2Ĉ−2L ∑
n/∈Uj

(1+|αn+α|2) 1
2 |ψ(n)

α (bj)|2.

Thus, applying Lemma 3.3 we get

∥∥∥s−1∇ψ
∥∥∥

L2(ΩPML
j )

≤Ca
j ‖ψ‖H1(Ω) .

Finally, from [16], we have

∥∥∥s−1∇ψ
∥∥∥

L2(ΩPML
j )

≤Cb
j ‖ψ‖H1(Ω) .

This completes our proof.

4.3 Proof of Theorem 3.2

To interpolate non-smooth functions which satisfies quasi-periodic boundary conditions,
we resort to an interpolation operator

Πh :
◦
X(D)→

◦
Vh(D)

of Scott and Zhang in [10].
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Let Nh = {ai}N
i=1 be the set of all nodes of Mh, and {φi}N

i=1 be the corresponding
nodal basis of Vh(D). For any interior node ai in D, we use σi to denote an edge e which
contains ai as its vertex. And for any node ai that is in the interior of the left boundary of
the domain, i.e. ai =(0,zi) for some zi ∈ (b2−δ2,b1+δ1), we also use σi to denote an edge
on the left boundary with ai as its vertex. Similar denotations can be used for the case of

right boundary. Finally, in the case that ai lies on ΓPML
1 ∪ΓPML

2 , any side on ΓPML
1 or ΓPML

2

containing ai as a vertex can be used.

Let ai,1 = ai and {ai,j}2
j=1 be the set of nodal points in σi with nodal basis {φi,j}2

j=1.

Define {ψi,j}2
j=1 to be the L2(σi) dual basis:

∫

σi

ψi,j(x)φi,k(x)ds=δjk, j,k=1,2,

where δjk is the Kronecker delta, and let ψi = ψi,1. Then the interpolation operator Πh :

H1(D)→Wh(D) (the confirming linear finite element space) is defined by

Πh ϕ(x)=
N

∑
i=1

φi(x)
∫

σi

ψi(x)ϕ(x)ds.

The operator Πh enjoys the following estimates ( [10]):

‖ϕ−Πh ϕ‖L2(T)≤ChT‖∇ϕ‖L2(T̃) , ‖ϕ−Πh ϕ‖L2(e)≤Ch1/2
e ‖∇ϕ‖L2(ẽ) , (4.8)

where T̃ and ẽ are the union of the elements in Mh, which have nonempty intersection
with T∈Mh and the side e, respectively.

It remains to check whether Πh keeps the boundary condition. It is clear that Πh ϕ=0

on ΓPML
1 ∪ΓPML

2 since for any ai∈ΓPML
1 ∪ΓPML

2 , σi⊂ΓPML
1 or ΓPML

2 and ϕ=0 on ΓPML
1 ∪ΓPML

2 .
Now let ai = (0,zi)∈ Γleft and ak = (L,zi)∈ Γright. Without loss of generality, we assume

σi ={x∈R2 :x1 =0,zi≤x3≤zi+1} and it follows that σk ={x∈R2 :x1 =L,zi≤x3≤zi+1}. The
nodal basis

φi,1 =(zi+1−x3)/(zi+1−zi), φi,2 =(x3−zi)/(zi+1−zi) in σi,

and simple calculation yields the dual basis

ψi,1 =
4

di
φi,1−

2

di
φi,2, ψi,2 =− 2

di
φi,1+

4

di
φi,2 in σi,

where di = zi+1−zi. Similar computation implies that

ψk(L,x3)=ψi(0,x3)=
4

di
φi,1(x3)−

2

di
φi,2(x3).
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Thus for any ϕ∈X(D), ϕ(0,x3)= e−iαL ϕ(L,x3), we have

Πh ϕ(ai)=
∫

σi

ψi(0,x3)ϕ(0,x3)dx3

= e−iαL
∫

σk

ψk(L,x3)ϕ(L,x3)dx3

= e−iαLΠh ϕ(ak),

which shows that Πh ϕ∈
◦
Vh(D) if ϕ∈

◦
X(D).

Now we prove Theorem 3.2.

Proof of Theorem 3.2. We choose ψh to be Πhψ∈
◦
Vh(D) in the error representation formula

(4.4) and it follows that

b(v− v̂h,ψ)=
∫

D
g(ψ−Πhψ)dx−aD(v̂h,ψ−Πhψ)

+
2

∑
j=1

∫

Γj

(Tj−TPML
j )v̂hψdx1

:=III+IV+V. (4.9)

Performing integration by parts and applying (3.24)-(3.26) we obtain

III+IV= ∑
T∈Mh

(∫

T
RT(ψ−Πhψ)dx+ ∑

e⊂∂T

1

2

∫

e
Je(ψ−Πhψ)ds

)
.

Combining (4.8) with Lemma 4.3 gives

|III+IV|≤C ∑
T∈Mh

ηT

∥∥∥s−1∇ψ
∥∥∥

L2(T̃)

≤C(1+C1+C2)

(
∑

T∈Mh

η2
T

)1/2

‖ψ‖H1(Ω) . (4.10)

Lemmas 3.2 and 3.3 together show that

|V|≤
2

∑
j=1

Mj‖v̂h‖L2(Γj)
‖ψ‖L2(Γj)

≤
2

∑
j=1

ĈMj‖v̂h‖L2(Γj)
‖ψ‖H1(Ω) . (4.11)

Combining (4.9)-(4.11), we obtain the desired estimate.
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4.4 The lower bound of ‖v̂− v̂h‖
In this section a lower bound of ‖v̂− v̂h‖ is given which illustrates the a posteriori error
estimate is a sharp one.

For any side e∈Bh which is an edge of an element T1, define ωe = T1∪T2. If e is an
interior edge, then T2 is the other element sharing e; if e ∈ Γleft or Γright, then T2 is the
element whose one edge is e′, where e′ is the corresponding edge of e on Γright or Γleft. For
any T ∈Mh, ωT is used to denote the domain which consists of all elements sharing at
least one side with T, i.e., ωT =∪e⊂∂Tωe and Ra

T ∈Pn−1(T) is the L2-projection of RT onto
Pn−1(T), the space of polynomials with degree≤ n−1 over T. Here n is the order of the

finite element space
◦
Vh. And we define the oscillation on the element T∈Mh by

osch(T) :=hT ‖RT−Ra
T‖L2(T) . (4.12)

For a subset ω⊂D, we have

osch(ω)2 := ∑
T∈Mh,T⊂ω

osch(T)2.

Theorem 4.1 (lower bound). There exist constants C3 and C4, depending on the minimum
angle of Mh and the given data, such that

η2
T ≤C3‖v̂− v̂h‖2

H1(ωT)+C4osch(ωT)2 ∀T∈Mh. (4.13)

Proof. Applying (3.10) and performing integration by parts give

aD(v̂− v̂h,ψ)= ∑
T∈Mh

∫

T
(Ra

Tψ+(RT−Ra
T)ψ)dx+ ∑

e∈Bh

∫

e
Jeψds ∀ψ∈

◦
X(D). (4.14)

As in [9], we proceed in three steps.

Step 1. Interior residual. For T∈Mh, let φT ∈
◦
X(D) be a bubble function on element T

with the form:
φT =27λ1λ2λ3,

where λi are the barycentric coordinates on element T, and φT satisfies 0≤ φT ≤ 1 and
vanishes on ∂T, i.e., suppφT ⊂T. Since Ra

T ∈Pn−1(T), we have

C‖Ra
T‖2

L2(T)≤
∫

T
φT |Ra

T|2 dx=
∫

T
Ra

T(φTRa
T)dx.

Since φTRa
T vanishes outside T (and in particular on all e∈Bh), it follows that

C‖Ra
T‖2

L2(T)≤ a
D
(v̂− v̂h,φTRa

T)+
∫

T
(Ra

T−RT)φTRa
T dx

≤C(h−1
T ‖v̂− v̂h‖H1(T)+‖RT−Ra

T‖L2(T))‖Ra
T‖L2(T) ,
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which is based on the following inverse inequality for φTRa
T:

‖φTRa
T‖H1(T)≤Ch−1

T ‖φTRa
T‖L2(T)≤Ch−1

T ‖Ra
T‖L2(T) .

By the triangle inequality, we get the estimate

h2
T‖RT‖2

L2(T)≤C(‖v̂− v̂h‖2
H1(T)+h2

T‖RT−Ra
T‖2

L2(T)). (4.15)

Step 2. Jump residual. Let e∈Bh be an interior side, and T1,T2∈Mh be the two elements

sharing e. Let φe ∈
◦
X(D) be a bubble function in ωe with the form:

φe =4λ1λ2,

where λi are the barycentric coordinates corresponding to the vertexes of e, and φe satis-
fies 0≤φe ≤1 and vanishes on ∂ωe, i.e., suppφe⊂ωe.

Since v̂h is continuous, [[∇v̂h]]e :=∇v̂h|T1
−∇v̂h|T2

is parallel to νe, i.e., [[∇v̂h]]e = jeνe.
Moreover, the coefficient matrix A(x) being continuous implies

Je = A(x)[[∇v̂h]]e ·νe = je A(x)νe ·νe = a(x)je,

where a(x)= A(x)νe ·νe and a(x) satisfies 0< ae ≤|a(x)|≤ ae with

ae =min
x∈e

1

|s| ae =max
x∈e

|s|.

Consequently,

‖Je‖2
L2(e)≤ a2

e

∫

e
|je|2 ds≤Ca2

e

∫

e
|je|2 φeds=Ca2

e

∫

e
jeφe

1

a(x)
Je ds, (4.16)

where the second inequality follows from the fact that je is a polynomial.
We point out that je can be extended to ωe in the following manner: first it is mapped

to the reference element, then it is extended constantly along the normal to ê which is the
corresponding side of e in the reference element, and finally we map it back to ωe. The

resulting Eh(je) is a piecewise polynomial in ωe so that φeEh(je)∈
◦
X(D), which satisfies

‖φeEh(je)‖L2(ωe)
≤Ch1/2

e ‖je‖L2(e) .

Since ψ=φeEh(je)/a(x) is an admissible test function in (4.14) which vanishes on all sides
of Bh but e, we arrive at

∫

e
jeφe

1

a(x)
Je ds= aD(v̂− v̂h,ψ)−

∫

T1

RT1
ψdx−

∫

T2

RT2
ψdx

≤C‖v̂− v̂h‖H1(ωe)
‖ψ‖H1(ωe)

+
2

∑
j=1

∥∥∥RTj

∥∥∥
L2(Tj)

‖ψ‖L2(Tj)

≤C
(

h−1/2
e ‖v̂− v̂h‖H1(ωe)

+h1/2
e

2

∑
i=1

‖RTi
‖L2(Ti)

)
‖je‖L2(e) . (4.17)
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Therefore,

he‖Je‖2
L2(e)≤C

(
‖v̂− v̂h‖2

H1(ωe)
+

2

∑
i=1

h2
Ti
‖RTi

‖2
L2(Ti)

)
. (4.18)

If e ⊂ Γleft or Γright, let e′ be the corresponding edge on Γright or Γleft. By noticing that
‖Je‖L2(e) = ‖Je′‖L2(e′) and using a similar argument as above, it can be shown that (4.18)
holds too.

Step 3. Final estimate. To remove the interior residual from the right-hand side of
(4.18), we obtain from (4.15) that

he‖Je‖2
L2(e)≤C

(
‖v̂− v̂h‖2

H1(ωe)
+

2

∑
i=1

h2
Ti

∥∥RTi
−Ra

Ti

∥∥2

L2(Ti)

)
. (4.19)

Combining (4.15) with (4.19) gives the estimate for η2
T:

η2
T =

{
max
x∈T

|s(x3)|
[

hT‖RT‖L2(T)+(
1

2 ∑
e⊂T

he‖Je‖2
L2(e))

1/2

]}2

≤C
(

h2
T ‖RT‖2

L2(T)+ ∑
e⊂T

he‖Je‖2
L2(e)

)

≤C3‖v̂− v̂h‖2
H1(ωT)+C4osch(ωT)2,

where the constants C3 and C4 depend only on the minimum angle of Mh and s(x).

5 TM polarization

In this section the main results of error estimates for the grating problem (2.4) in TM po-
larization are presented; whose proofs are omitted as they are similar to those employed
in the case of TE polarization.

The sesquilinear form bTM : X(Ω)×X(Ω)−→C is defined as:

b
TM

(ϕ,ψ)=
∫

Ω
(

1

k2(x)
∇ϕ∇ψ−ϕψ)dx−

2

∑
j=1

∫

Γj

1

k2
j

(Tj ϕ)ψdx1. (5.1)

Then the variational form for the 1D grating problem in the TM polarization reads as
follows: Given an incoming plane wave uI = eiαx1−iβx3 , seek vTM ∈X(Ω) such that

b
TM

(vTM,ψ)=
∫

Ω
g

TM
ψdx ∀ψ∈X(Ω), (5.2)

where g
TM

= g/k2
1.

Assume that the above variational problem has a unique solution. Then it follows
that there exists a constant γ

TM
>0 satisfying

sup
0 6=ψ∈H1(Ω)

|bTM
(ϕ,ψ)|

‖ψ‖H1(Ω)

≥γ
TM‖ϕ‖H1(Ω) ∀ ϕ∈X(Ω). (5.3)
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Moreover, the sesquilinear form a
TM

:X(D)×X(D)−→C associated with the PML problem
is defined as

aTM(ϕ,ψ)=
∫

D

( 1

k2(x)
s(x3)

∂ϕ

∂x1

∂ψ

∂x1
+

1

k2(x)

1

s(x3)

∂ϕ

∂x3

∂ψ

∂x3
−s(x3)ϕψ

)
dx.

Accordingly, the weak formulation of the modified PML model reads as: Find v̂TM∈
◦
X(D)

such that

aTM(v̂TM,ψ)=
∫

D
gTM ψdx ∀ψ∈

◦
X(D). (5.4)

We now present the theorem for the error estimate of the PML problem, which is an
analogue of Theorem 3.1.

Theorem 5.1. Let γTM >0 be the constant in the inf-sup condition (5.3) and

2

∑
j=1

MjĈ
2/k2

j <γ
TM

.

Then the modified PML variational problem (5.4) has a unique solution v̂TM. Moreover, we have
the following error estimate:

|||vTM− v̂TM|||TM
Ω := sup

0 6=ψ∈H1(Ω)

∣∣bTM(vTM− v̂TM,ψ)
∣∣

‖ψ‖H1(Ω)

≤ Ĉ
2

∑
j=1

Mj

k2
j

‖v̂‖L2(Γj)
. (5.5)

The finite element approximation to the TM polarization problem (5.4) is defined as:

Find v̂TM
h ∈

◦
Vh(D) such that

a
TM

(v̂TM
h ,ψh)=

∫

D
g

TM
ψhdx ∀ψh∈

◦
Vh(D). (5.6)

Let

ATM(x)= A(x)/k2(x), BTM(x)= B(x)/k2(x), LTM =div(ATM(x)∇)+BTM(x).

Then we have the following theorem analogous to Theorem 3.2.

Theorem 5.2. There exists a constant C >0, depending only on the minimum angle of the mesh
Mh, such that the following a posteriori error estimate is valid:

|||vTM− v̂TM
h |||TM

Ω ≤
2

∑
j=1

Ĉ
Mj

k2
j

∥∥∥v̂TM
h

∥∥∥
L2(Γj)

+C(1+C1+C2)
(

∑
T∈Mh

η2
T

)1/2
,

where the constants Mj (j=1,2), Ĉ,Cj are defined in Lemmas 3.2, 3.3 and 4.3, respectively; ηT is

defined similar to that in (3.27), with A,L,g, and v̂h being replaced by ATM ,LTM ,gTM , and v̂TM
h ,

respectively.
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6 Adaptive algorithm and a simple numerical example

In this section an adaptive finite element algorithm is proposed, which is a modification
of the algorithm in [4]. A simple numerical example will be presented to demonstrate the
effectiveness of the proposed algorithm.

6.1 Adaptive algorithm

We use the a posteriori error estimate in Theorem 3.2 to determine the PML parameters.
The PML medium property s(x3) is chosen as the power function

s(x3)=






1+σm
1

( x3−b1

δ1

)m
if x3≥b1,

1+σm
2

( b2−x3

δ2

)m
if x3≤b2,

where m≥1, σm
j , j=1,2 are medium parameters. Thus we have

σR
j =

(
1+

Reσm
j

m+1

)
δj, σI

j =
Imσm

j

m+1
δj. (6.1)

If follows that we only need to specify the thickness δj of the layers and the medium
parameters σm

j . Recall from Theorem 3.2, we know that the a posteriori error estimate

consists of two parts: the PML error EPML and the finite element discretization error EFEM,
where

EPML =
2

∑
j=1

Mj‖v̂h‖L2(Γj)
, (6.2)

EFEM =
(

∑
T∈Mh

η2
T

)1/2
. (6.3)

Hence, EPML and EFEM should be changed accordingly in the TM case. In our implemen-
tation we first choose δj and σm

j such that MjL
1/2≤10−8, which makes the PML error neg-

ligible compared with the finite element discretization errors. Once the PML region and
the medium property are fixed, the standard finite element adaptive strategy is utilized
to modify the mesh according to the a posteriori error estimate (6.3). For any T∈Mh, we
define the local a posteriori error estimator as ηT . The estimators are employed to make
local mesh modifications by refinement to equidistribute the approximation errors and,
as a consequence, to equidistribute the computational load. This naturally leads to the
adaptation loop of the form

Solve−→Estimate−→Mark−→Refine.

Now a modified adaptive algorithm goes as follows.
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Algorithm 6.1:

Given a tolerance TOL>0. Let m=2.

• Choose δ1,δ2, and σm
j such that MjL

1/2≤10−8 (j=1,2);

• Generate an initial mesh Mh over D;

• While EFEM >TOL do

– Choose a set of elements M̂h ⊂Mh such that

(
∑

T∈M̂h

η2
T

)1/2
>0.7

(
∑

T∈Mh

η2
T

)1/2
,

then refine the elements in M̂h, and denote the new mesh by Mh

– solve the discrete problem (3.23) on Mh

– compute error estimators on Mh

end while.

6.2 Numerical example

A simple structure, namely a lamellar grating as shown in Fig. 2, is considered here.
Assume that a plane wave uI = eiαx1−iβx3 is incident on the grating, which separates two
homogeneous media whose dielectric coefficients are ε1 and ε2, respectively.
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Figure 2: Grating structure.
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Figure 3: Grating efficiency.

In this experiment, the parameters are chosen as ε1 = 1, ε2 = (0.22+6.71i)2, θ = π/6,
ω = π, L = 1 and the TM polarization is concerned. There are two reflected outgoing
waves whose grating efficiency as well as the total grating efficiency are displayed in
Fig. 3.

Fig. 4 shows the mesh after 100 adaptive iterations, which has 2822 elements and
the a posteriori error estimate on the mesh is 0.0474383. It is obvious that the proposed
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Figure 4: The adaptive mesh.

algorithm is able to capture the singularities of the problem. The meshes near the upper
PML boundary are rather coarse even though we omit the exponential decay factor in the
process of deducing the a posteriori error estimator. This phenomena illustrates that the
property of exponential decay is equipped by the problem itself. Finally the amplitude
of the associated solution is shown in Fig. 5.

Figure 5: The surface of the amplitude of the associated solution.
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7 Conclusion and future work

The adaptive finite element method with a PML for one-dimensional diffraction gratings
both in TE and TM polarization is improved. A modified PML formulation is introduced,
which renders simplified error analysis and easier numerical implementations. An im-
proved PML error estimate on the situation Imε2 > 0 is presented which results better
error bound when Imε2 is small and positive. A lower bound of the error between the
PML solution and the finite element approximation is derived, which shows that the a
posteriori error estimates we obtained in this paper are sharp.

Further numerical experiments based on our analysis are the focus of future research
and the proposed algorithm will be extended to three-dimensional problems, i.e., 2D
grating problems, for more realistic applications.
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