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#### Abstract

Two methods of discrete images are proposed to approximate the reaction field from ionic solvent for a point charge inside a dielectric spherical cavity. Fast and accurate calculation of such a reaction field is needed in hybrid explicit/implicit solvation models of biomolecules. A first- and a second-order image approximation methods, in the order of $u=\lambda a$ ( $\lambda$ - the inverse Debye screening length of the ionic solvent, $a$ - the radius of the spherical cavity), are derived. Each method involves a point image at the conventional Kelvin image point and a line image along the ray from the Kelvin image point to infinity. Based on these results, discrete point images are obtained by using Jacobi-Gauss quadratures. Numerical results demonstrate that two to three point images are sufficient to achieve a $10^{-3}$ accuracy in the reaction field with the second-order image approximation.


PACS (2006): 41.20.Cv, 02.60.-x
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## 1 Introduction

Solvent environment is well-known to provide a crucial contribution to the structure, dynamics and function of biological macromolecules. When modelling biological systems numerically, it has been challenging, however, to account for this environment in a manner that is computationally efficient and physically accurate at the same time. Explicit representation of solvent molecules [1-3] offers a detailed and accurate description of a biological macromolecule, yet the large number of atoms needed limits the size of the simulated system. Alternatively, implicit solvent models [4,5] reduce the solute-solvent

[^0]interactions to their mean-field characteristics, expressed as a function of the solute configuration alone, and thus yield significant computational savings. However, these methods also have fundamental limitations due to the fact that the important atomic interaction at the solute-solvent interfaces is ignored. In order to take advantage of the efficiency of the implicit solvent models while also account for structural effects of the solvent in the proximity of the solute, hybrid explicit/implicit solvent models [6-8] have emerged as promising tools for biomolecular simulations. For example, the most common hybrid approach, the solvent shell method [9-12], typically employs explicit solvent only for the first few solvation shells of the solute, with a surrounding dielectric continuum to model bulk effects beyond the shells.

In this paper, we will extend our previous work [13] on discrete image approximations of the reaction field of a dielectric sphere in hybrid solvation models with the pure water solvent to the case of an ionic solvent. Spherical cavities are often used because the reaction field of a spherical dielectric can be solved analytically [12-18]. The main purpose for discrete image approximations to reaction fields is to apply the fast multipole methods directly $[13,19,20]$ in calculating the electrostatic interactions among $N$ charges inside the spherical cavity in $\mathcal{O}(N)$ operations.

For the pure water solvent, namely, with no ions present in the solvent, a variety of approaches exist for calculating the reaction field for charges inside the spherical cavity, including Kirkwood's classical series expansion [14], Friedman's image approximation [21], and Abagyan's modified image approximation (MIMEL) [22]. Applications of these image approximations in molecular dynamics or Monte Carlo simulations can be found in [23-27]. All these image approximation methods use only one image charge to represent the reaction field with limited accuracy. Recently, a high-order accurate, multiple image approximation [13] has been proposed based on a theoretical result of over 100 year history dating back to 1883 by C. Neumann [28], which extended the conventional Kelvin image [29] for a conducting sphere to the case of a dielectric one. In the case of a dielectric sphere, an image point charge at the Kelvin image point together with an image line charge along a ray from the Kelvin image point to infinity can be used to represent the reaction field exactly. Lindell and Norris [30-33] have provided the power law distribution for the image line charge density along the ray in 1990s. The high-order accurate, multiple discrete image approximation to the reaction field was then obtained by representing the image line charge with an equivalent set of discrete point charges constructed by using Jacobi-Gauss quadratures [13].

For an ionic solvent, the treatment of charge density due to ions in solution needs special consideration. If we assume that the mobile charge concentrations are given by the Debye-Hückel theory, for a solvent of weak ionic strength the linearized PoissonBoltzmann equation [34-38] can be used to model the potential field in the solvent. In the case of a spherical cavity, analytical solution of the linearized Poisson-Boltzmann equation goes back to the work published by Kirkwood [14, 17]. Utilizing Kirkwood's basic idea, Alper and Levy proposed a so-called generalized reaction field method for molecular dynamics simulations of liquid water [39]. Although they introduced one or
two ions in the simulation, they did not include ionic strength effects in the reaction field.
In this work, we will construct discrete image approximations for the first time, to the best knowledge of the authors, to the ionic solvent induced reaction field including the effect of ion concentrations. We will first derive a series solution to the ionic solvent induced reaction field by the classical electrostatic theory. Then, following closely the methodology in $[30,33]$ to approximate the reaction field by a point image at the Kelvin image point and a line image, and the procedures in [13] to further represent the line image by an equivalent set of discrete point images, we will develop first- and secondorder discrete image approximations (in terms of the parameter $u=\lambda a$, where $\lambda$ is the inverse Debye screening length of the ionic solvent, and $a$ is the radius of the spherical cavity) to the ionic solvent induced reaction field. Unlike Alper and Levy's approach, ionic strength effects will be included in the reaction field.

The structure of the paper is as follows. In Section 2, we describe a series solution to the ionic solvent induced reaction field of a point charge inside a dielectric sphere by the classical electrostatic theory. In Section 3, we give a first-order image approximation to the reaction field by a point image at the conventional Kelvin image point and a line image that extends along the radial direction from the Kelvin image point out to infinity. Next, this first-order image approximation is improved by adding a positionindependent correction potential, resulting in a second-order image approximation. Section 4 describes the general procedures to discretize the line image by an equivalent set of discrete images. Numerical results are given in Section 5, where accuracy tests are presented to validate the convergence properties of image approximations. Comparisons are made between the method of direct series expansion and the second-order image approximation, and discussions are included on the number of discrete point images needed to achieve certain accuracy. Finally, a conclusion is given in Section 6.

## 2 Ionic solvent induced reaction field of a point charge

The classical electrostatic theory will be used to find the reaction field due to a point charge inside a dielectric sphere immersed in some ionic solution. The dielectric sphere centering at the origin of coordinates with dielectric constant $\epsilon_{\mathrm{i}}$ has radius $a$, while the point charge $q$ is located on the $x$-axis inside the sphere at a distance $r_{s}<a$ from the center of the sphere (Fig. 1). The infinite ionic solution, on the other hand, is assumed to be represented as a dielectric continuum of dielectric constant $\epsilon_{0}$.

### 2.1 Interior potential field

First, the electrostatic potential $\Phi$ inside the sphere is given by the Poisson's equation

$$
\begin{equation*}
\nabla \cdot\left(\epsilon_{\mathrm{i}} \nabla \Phi(\mathbf{r})\right)=-4 \pi q \delta\left(\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|\right), \tag{2.1}
\end{equation*}
$$

where $\delta(r)$ is the Dirac delta function. With respect to a spherical coordinate system $(r, \theta, \phi)$ (the pole is denoted by the $x$-axis in this paper), due to the azimuthal symmetry,


Figure 1: A point charge and a dielectric sphere immersed in an ionic solution.
the potential $\Phi(r, \theta)$ at any field point $\mathbf{r}=(r, \theta, \phi)$ inside the sphere can be expressed in terms of the Legendre polynomials of $\cos \theta$.

More precisely, the potential due to the point charge $q$ alone, the Coulomb potential $\Phi_{\text {Cou }}$, is $q /\left(4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{S}}\right|\right)$. To obtain the total potential field, we need to superimpose on this a reaction field potential $\Phi_{\mathrm{RF}}$, due to the polarization of the outside dielectric medium, namely [40],

$$
\begin{equation*}
\Phi(r, \theta)=\Phi_{\mathrm{Cou}}(r, \theta)+\Phi_{\mathrm{RF}}(r, \theta)=\frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\sum_{n=0}^{\infty} A_{n} r^{n} P_{n}(\cos \theta), \tag{2.2}
\end{equation*}
$$

where $P_{n}(x)$ and $A_{n}$ are the Legendre polynomials and the undetermined constant expansion coefficients, respectively.

Meanwhile, the Coulomb potential can also be expanded in terms of the Legendre polynomials of $\cos \theta$ [40]. In particular, the Coulomb potential can be written, when $r_{\mathrm{s}} \leq$ $r \leq a$, as

$$
\begin{equation*}
\frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}=\frac{q}{4 \pi \epsilon_{\mathrm{i}} r} \sum_{n=0}^{\infty}\left(\frac{r_{\mathrm{s}}}{r}\right)^{n} P_{n}(\cos \theta), \quad r_{\mathrm{s}} \leq r \leq a, \tag{2.3}
\end{equation*}
$$

and when $0 \leq r \leq r_{s}$, as

$$
\begin{equation*}
\frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}=\frac{q}{4 \pi \epsilon_{\mathrm{i}} r_{\mathrm{s}}} \sum_{n=0}^{\infty}\left(\frac{r}{r_{\mathrm{s}}}\right)^{n} P_{n}(\cos \theta), \quad 0 \leq r \leq r_{\mathrm{s}} \tag{2.4}
\end{equation*}
$$

### 2.2 Exterior potential field

Let us assume that the mobile ion concentration in the ionic solution is given by the Debye-Hückel theory, i.e., the mobile charges follow a Boltzmann distribution in the
mean field approximation. Then, for the solution of weak ionic strength the linearized Poisson-Boltzmann equation [37,38]

$$
\begin{equation*}
\nabla^{2} \Phi(\mathbf{r})-\lambda^{2} \Phi(\mathbf{r})=0 \tag{2.5}
\end{equation*}
$$

can be used to approximate the screened Coulomb potential in the solution. Here, $\lambda$ is the inverse Debye screening length defined by

$$
\lambda^{2}=\frac{8 \pi N_{\mathrm{A}} e^{2} I}{1000 \epsilon_{\mathrm{o}} k_{\mathrm{B}} T^{\prime}}
$$

where $N_{\mathrm{A}}$ is Avogadro' number, $e$ is the electron charge, $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ is the absolute temperature, and $I$ is the ionic strength of the bulk solution. Note that $\lambda^{2}$ is also called the modified Debye-Hückel parameter.

Since the field vanishes at infinity, at any field point $\mathbf{r}=(r, \theta, \phi)$ outside the sphere, the potential $\Phi(\mathbf{r})$ should take the form $[40,41]$

$$
\begin{equation*}
\Phi(r, \theta, \phi)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} M_{n}^{m} k_{n}(\lambda r) Y_{n}^{m}(\theta, \phi) \tag{2.6}
\end{equation*}
$$

where $Y_{n}^{m}(\theta, \phi)$ are the spherical harmonics of degree $n$ and order $m$, and $k_{n}(r)$ are the modified spherical Hankel functions of order $n$ (also called the modified spherical Bessel functions of the third kind), respectively. The spherical harmonics can be defined according to the formula

$$
Y_{n}^{m}(\theta, \phi)=\sqrt{\frac{2 n+1}{4 \pi}} \sqrt{\frac{(n-|m|)!}{(n+|m|)!}} P_{n}^{|m|}(\cos \theta) e^{\mathrm{i} m \phi}
$$

where $P_{n}^{m}(x)$ are the associated Legendre polynomials of degree $n$ and order $m$, defined by Rodrigues' formula

$$
P_{n}^{m}(x)=(-1)^{m}\left(1-x^{2}\right)^{m / 2} \frac{d^{m}}{d x^{m}} P_{n}(x)
$$

Furthermore, again due to the axial symmetry of the underlying problem, only terms with $m=0$ remain in Eq. (2.6). By using $P_{n}^{0}(x)=P_{n}(x)$, we obtain the general form for the potential outside the sphere

$$
\begin{equation*}
\Phi(r, \theta)=\sum_{n=0}^{\infty} B_{n} k_{n}(\lambda r) P_{n}(\cos \theta), \tag{2.7}
\end{equation*}
$$

where $B_{n}$ are the undetermined constant expansion coefficients.
The modified spherical Hankel functions are defined in terms of the usual Bessel functions. They can also be explicitly given as $[42,43]$

$$
\begin{equation*}
k_{n}(r)=\frac{\pi}{2 r} e^{-r} \sum_{k=0}^{n} \frac{(n+k)!}{k!(n-k)!} \frac{1}{(2 r)^{k}}, \quad n=0,1, \cdots . \tag{2.8}
\end{equation*}
$$

For completeness, we include below the two recurrence relations of the modified spherical Hankel functions (for further details, see [42,43]),

$$
\begin{align*}
& \frac{n+1}{r} k_{n}(r)+\frac{d}{d r} k_{n}(r)=-k_{n-1}(r),  \tag{2.9}\\
& -\frac{n}{r} k_{n}(r)+\frac{d}{d r} k_{n}(r)=-k_{n+1}(r) . \tag{2.10}
\end{align*}
$$

In addition, the asymptotic expression of $k_{n}(r)$ for $r \rightarrow 0$ is

$$
\begin{equation*}
k_{n}(r) \rightarrow \pi e^{-r} \frac{(2 n)!}{n!} \cdot \frac{1}{(2 r)^{n+1}} . \tag{2.11}
\end{equation*}
$$

In summary, the potentials inside and outside the dielectric sphere take the form

$$
\Phi(r, \theta)= \begin{cases}\sum_{n=0}^{\infty}\left[\frac{q}{4 \pi \epsilon_{\mathrm{i}}} \frac{1}{r_{\mathrm{s}}}\left(\frac{r}{r_{\mathrm{s}}}\right)^{n}+A_{n} r^{n}\right] P_{n}(\cos \theta), & 0 \leq r \leq r_{\mathrm{s}}  \tag{2.12}\\ \sum_{n=0}^{\infty}\left[\frac{q}{4 \pi \epsilon_{\mathrm{i}}} \frac{1}{r}\left(\frac{r_{\mathrm{s}}}{r}\right)^{n}+A_{n} r^{n}\right] P_{n}(\cos \theta), & r_{\mathrm{s}} \leq r \leq a \\ \sum_{n=0}^{\infty} B_{n} k_{n}(\lambda r) P_{n}(\cos \theta), & a \leq r .\end{cases}
$$

### 2.3 Boundary conditions

The expansion coefficients $A_{n}$ and $B_{n}$ in (2.12) are to be determined by the boundary conditions that the potentials and the fluxes normal to the spherical boundary are continuous at the boundary, i.e.,

$$
\Phi\left(a^{+}, \theta\right)=\Phi\left(a^{-}, \theta\right),\left.\quad \epsilon_{\mathrm{o}} \frac{\partial \Phi(r, \theta)}{\partial r}\right|_{r=a^{+}}=\left.\epsilon_{\mathrm{i}} \frac{\partial \Phi(r, \theta)}{\partial r}\right|_{r=a^{-}}
$$

Using the orthogonality of the Legendre polynomials, for all $n \geq 0$ we obtain

$$
\begin{aligned}
& B_{n} k_{n}(\lambda a)=A_{n} a^{n}+\frac{q}{4 \pi \epsilon_{\mathrm{i}}} \frac{1}{a}\left(\frac{r_{\mathrm{s}}}{a}\right)^{n}, \\
& \epsilon_{\mathrm{o}} B_{n} \lambda k_{n}^{\prime}(\lambda a)=\epsilon_{\mathrm{i}}\left[\frac{q}{4 \pi \epsilon_{\mathrm{i}}} \frac{-(n+1)}{r_{\mathrm{s}}^{2}}\left(\frac{r_{\mathrm{s}}}{a}\right)^{n+2}+n A_{n} a^{n-1}\right] .
\end{aligned}
$$

Solving this system for the coefficients $A_{n}$ and $B_{n}$ yields, for all $n \geq 0$,

$$
\begin{align*}
& A_{n}=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}} \frac{\epsilon_{\mathrm{i}}(n+1) k_{n}(u)+\epsilon_{\mathrm{o}} u k_{n}^{\prime}(u)}{\epsilon_{\mathrm{i}} n k_{n}(u)-\epsilon_{\mathrm{o}} u k_{n}^{\prime}(u)},  \tag{2.13}\\
& B_{n}=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(\frac{r_{\mathrm{s}}}{a}\right)^{n} \frac{\epsilon_{\mathrm{i}}(2 n+1)}{\epsilon_{\mathrm{i}} n k_{n}(u)-\epsilon_{\mathrm{o}} u k_{n}^{\prime}(u)}, \tag{2.14}
\end{align*}
$$

where $u=\lambda a$ and $r_{\mathrm{i}}=a^{2} / r_{\mathrm{s}}$ with $\mathbf{r}_{\mathrm{i}}=\left(r_{\mathrm{i}}, 0,0\right)$ denoting the conventional Kelvin image point.

### 2.4 Zero ionic strength

Before studying the image approximations to the reaction field inside the sphere, let us examine the limit when the ionic strength of the solution, or equivalently the inverse Debye screening length $\lambda$, approaches zero. In this case, the arguments of the modified spherical Hankel functions become zero and we can apply their asymptotic expressions for $r \rightarrow 0$, i.e., the equation (2.11). Actually, Eq. (2.9) leads to

$$
\begin{equation*}
(n+1) k_{n}(u)+u k_{n}^{\prime}(u)=-u k_{n-1}(u), \tag{2.15}
\end{equation*}
$$

and consequently to

$$
(n+1)+\frac{u k_{n}^{\prime}(u)}{k_{n}(u)}=-\frac{u k_{n-1}(u)}{k_{n}(u)}
$$

from which and Eq. (2.11), we now obtain

$$
\frac{u k_{n}^{\prime}(u)}{k_{n}(u)} \rightarrow-(n+1) \quad \text { as } \quad \lambda \rightarrow 0 .
$$

Note that this implies $u k_{n}^{\prime}(u)$ is asymptotically equivalent to $-(n+1) k_{n}(u)$. Inserting this in Eq. (2.13) yields

$$
A_{n} \rightarrow \frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}} \frac{\epsilon_{\mathrm{i}}(n+1)-\epsilon_{\mathrm{o}}(n+1)}{\epsilon_{\mathrm{i}} n+\epsilon_{\mathrm{o}}(n+1)} \quad \text { as } \quad \lambda \rightarrow 0 .
$$

On the other hand, it is easy to see from Eq. (2.11) that

$$
\frac{k_{n}(\lambda r)}{k_{n}(\lambda a)} \rightarrow\left(\frac{a}{r}\right)^{n+1} \quad \text { as } \quad \lambda \rightarrow 0
$$

Therefore, we arrive at

$$
\begin{aligned}
B_{n} k_{n}(\lambda r) & =\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(\frac{r_{\mathrm{s}}}{a}\right)^{n} \frac{\epsilon_{\mathrm{i}}(2 n+1)}{\epsilon_{\mathrm{i}} n+\epsilon_{\mathrm{o}}(n+1)} \frac{k_{n}(\lambda r)}{k_{n}(\lambda a)} \\
& \rightarrow \frac{q}{4 \pi \epsilon_{\mathrm{i}}} r \frac{\epsilon_{\mathrm{i}}(2 n+1)}{\epsilon_{\mathrm{i}} n+\epsilon_{\mathrm{o}}(n+1)}\left(\frac{r_{\mathrm{s}}}{r}\right)^{n} \quad \text { as } \quad \lambda \rightarrow 0 .
\end{aligned}
$$

These results do not involve the small parameter $\lambda$ at all, and can be identified with corresponding results for the case of a dielectric sphere immersed in a pure water solution [13].

## 3 Line image approximations to the reaction field

Let us now turn ourselves to the problem of finding an image outside the spherical region giving rise to the reaction potential inside the sphere. It is well-known that such an image
is not unique, and it could be expressed in the form of a point source like a multipole at any given point, or alternatively a line, surface or volume source. As stated earlier, when no ions exist in the solvent, the problem has been solved independently by C. Neumann, Lindell and Norris [28,30,33]. For instance, in the case that a point charge is inside the dielectric sphere, its image can be expressed exactly as a combination of a point image at the classical Kelvin image point and a line image extending along the radial direction from this Kelvin image point out to infinity. For the present problem, however, it is far from clear whether such an exact expression exists or not.

Next, we shall employ an approximating approach to attack this problem. It should be pointed out that, for the proposed approximations to be meaningful, the ionic strength of the solution cannot be too high. In particular, we assume that $u=\lambda a<1$.

### 3.1 First-order image approximation

To construct the first-order image approximation, we use $e^{-r}=1+\mathcal{O}(r)$ and

$$
\sum_{k=0}^{n} \frac{(n+k)!}{k!(n-k)!} \frac{1}{(2 r)^{k}}=\frac{(2 n)!}{n!} \frac{1}{(2 r)^{n}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)
$$

Then the modified spherical Hankel functions (2.8) become

$$
\begin{equation*}
k_{n}(r)=\pi \frac{(2 n)!}{n!} \frac{1}{(2 r)^{n+1}}+\mathcal{O}\left(\frac{1}{r^{n}}\right), \quad n \geq 0 \tag{3.1}
\end{equation*}
$$

Consequently, the derivatives of the modified spherical Hankel functions can be expressed as

$$
\begin{equation*}
k_{n}^{\prime}(r)=-\pi \frac{2(n+1)(2 n)!}{n!} \frac{1}{(2 r)^{n+2}}+\mathcal{O}\left(\frac{1}{r^{n+1}}\right), \quad n \geq 0 \tag{3.2}
\end{equation*}
$$

Combining Eqs. (3.1) and (3.2) leads to

$$
\begin{equation*}
\frac{k_{n}(r)}{r k_{n}^{\prime}(r)}=-\frac{1}{n+1}+\mathcal{O}(r), \quad n \geq 0 \tag{3.3}
\end{equation*}
$$

Applying this approximation into Eq. (2.13), we now obtain

$$
\begin{align*}
A_{n} & \approx \frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}} \frac{\epsilon_{\mathrm{i}}(n+1)-\epsilon_{\mathrm{o}}(n+1)}{\epsilon_{\mathrm{i}} n+\epsilon_{\mathrm{o}}(n+1)} \\
& =\frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}}\left(\gamma+\frac{\delta}{n+\sigma}\right), \quad n \geq 0, \tag{3.4}
\end{align*}
$$

where we denote

$$
\gamma=\frac{\epsilon_{\mathrm{i}}-\epsilon_{\mathrm{o}}}{\epsilon_{\mathrm{i}}+\epsilon_{\mathrm{o}}}, \quad \sigma=\frac{1-\gamma}{2}, \quad \delta=\frac{\gamma(1+\gamma)}{2} .
$$

Note that $-1 \leq \gamma \leq 1$ and hence $\sigma \geq 0$. Also, $\gamma=1$ corresponds to the case where the sphere is of infinite dielectric constant $\left(\epsilon_{\mathrm{i}}=\infty\right)$. On the other hand, when $\gamma=-1$ the surrounding solution is of infinite dielectric constant $\left(\epsilon_{\mathrm{o}}=\infty\right)$.

Using (3.4), the reaction field inside the sphere can be approximated as

$$
\begin{align*}
\sum_{n=0}^{\infty} A_{n} r^{n} P_{n}(\cos \theta) & \approx \sum_{n=0}^{\infty} \frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}}\left(\gamma+\frac{\delta}{n+\sigma}\right) r^{n} P_{n}(\cos \theta) \\
& =\frac{\gamma q}{4 \pi \epsilon_{\mathrm{i}} r_{\mathrm{i}}} \frac{a}{r_{\mathrm{s}}} \sum_{n=0}^{\infty}\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta)+\frac{\delta q}{4 \pi \epsilon_{\mathrm{i}} a} \sum_{n=0}^{\infty} \frac{1}{n+\sigma}\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta) \\
& =S_{1}+S_{2} . \tag{3.5}
\end{align*}
$$

The first series $S_{1}$ in (3.5) becomes exactly the expansion given by Eq. (2.3) for a point charge of magnitude $q^{\prime}=\gamma q a / r_{s}$ outside the sphere at the Kelvin image point $\mathbf{r}_{\mathbf{i}}$. For the second series $S_{2}$ in (3.5), we need the following integral identity

$$
\frac{1}{n+\sigma}=r_{\mathrm{i}}^{n+\sigma} \int_{r_{\mathrm{i}}}^{\infty} \frac{1}{x^{n+\sigma+1}} \mathrm{~d} x,
$$

which is valid for all $n \geq 0$ when $\sigma>0$, namely, when $\epsilon_{\mathrm{i}}<\infty$. Inserting this into $S_{2}$ leads to

$$
\begin{aligned}
S_{2} & =\frac{\delta q}{4 \pi \epsilon_{\mathrm{i}}} \sum_{n=0}^{\infty}\left[r_{\mathrm{i}}^{n+\sigma} \int_{r_{\mathrm{i}}}^{\infty} \frac{1}{x^{n+\sigma+1}} \mathrm{~d} x\right]\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta) \\
& =\int_{r_{\mathrm{i}}}^{\infty}\left[\frac{\delta q}{4 \pi \epsilon_{\mathrm{i}} x} \frac{1}{a}\left(\frac{r_{\mathrm{i}}}{x}\right)^{\sigma} \sum_{n=0}^{\infty}\left(\frac{r}{x}\right)^{n} P_{n}(\cos \theta)\right] \mathrm{d} x \\
& =\int_{r_{\mathrm{i}}}^{\infty}\left[\frac{q^{\prime \prime}(x)}{4 \pi \epsilon_{\mathrm{i}} x} \sum_{n=0}^{\infty}\left(\frac{r}{x}\right)^{n} P_{n}(\cos \theta)\right] \mathrm{d} x,
\end{aligned}
$$

where

$$
q^{\prime \prime}(x)=\frac{\delta q}{a}\left(\frac{x}{r_{\mathrm{i}}}\right)^{-\sigma}, \quad r_{\mathrm{i}} \leq x .
$$

Note that the integrand of the above integral again becomes the expansion given by Eq. (2.3) for a charge of magnitude $q^{\prime \prime}(x)$ outside the sphere at the point $\mathbf{x}=(x, 0,0)$. Therefore, $q^{\prime \prime}(x)$ can be regarded as a distributed line image charge which stretches from the Kelvin image point $\mathbf{r}_{\mathbf{i}}$ along the radial direction out to infinity.

In conclusion, the reaction field inside the sphere due to the charges induced on the surface of the sphere is equal to the field generated by a point image charge $q^{\prime}$ outside the sphere at the Kelvin image point $\mathbf{r}_{\mathbf{i}}$, and a distributed charge that stretches from the Kelvin image point out to infinity with the charge distribution defined by $q^{\prime \prime}(x)$. This reaction field and the field of the source charge must be added together to find the total field inside the sphere, both the source and the images be taken as acting in a homogeneous material of dielectric constant $\epsilon_{\mathrm{i}}$. In other words, the first-order approximation of
the total potential at a field point $\mathbf{r}=(r, \theta, \phi)$ inside the sphere, due to an internal point charge $q$, consists of three components: the potential $\Phi_{s}(\mathbf{r})$ from the original source point charge $q$ at $\mathbf{r}_{\mathrm{s}}$, the potential $\Phi_{\text {ip }}(\mathbf{r})$ from the image point charge $q^{\prime}$ at the Kelvin image point $\mathbf{r}_{\mathbf{i}}$, and the potential $\Phi_{\mathrm{il}}(\mathbf{r})$ due to the distributed image line charge $q^{\prime \prime}(x)$, i.e.,

$$
\begin{aligned}
\Phi(\mathbf{r}) & \approx \Phi_{s}(\mathbf{r})+\Phi_{\mathrm{ip}}(\mathbf{r})+\Phi_{\mathrm{il}( }(\mathbf{r}) \\
& =\frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\int_{r_{i}}^{\infty} \frac{q^{\prime \prime}(x)}{4 \pi \epsilon_{\mathrm{i}}|\mathbf{r}-\mathbf{x}|} \mathrm{d} x .
\end{aligned}
$$

Remark 3.1. By comparing the approximate expansion coefficients $A_{n}$ in (3.4) to the corresponding expansion coefficients for the case of a dielectric sphere surrounded by a non-ionic solution, i.e., the coefficients $B_{n}$ in [13], we find that they are actually identical. This appears to be, but actually is not, surprising since by using the approximation of $k_{n}(r)$ as described by Eq. (3.1), we are essentially expressing the potential outside the sphere as the same expansion in terms of $P_{n}(\cos \theta) / r^{n+1}$ as used in [13].

### 3.2 Second-order image approximation

In essence, the first-order image approximation to the ionic solvent induced reaction field discussed above ignores the ion effect in the reaction field term. In the case that the ionic strength of the solution is not negligible, more accurate image approximations to the reaction field have to be developed.

To derive a second-order image approximation, note that instead of the $\mathcal{O}\left(1 / r^{n}\right)$ truncation error as described in Eq. (3.1), we actually have

$$
\begin{equation*}
k_{n}(r)=\pi \frac{(2 n)!}{n!} \frac{1}{(2 r)^{n+1}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right), \quad n \geq 1, \tag{3.6}
\end{equation*}
$$

which can be easily verified by expanding $k_{n}(r)$ in terms of $1 / r$. Correspondingly, we have

$$
\begin{align*}
& k_{n}^{\prime}(r)=-\pi \frac{2(n+1)(2 n)!}{n!} \frac{1}{(2 r)^{n+2}}+\mathcal{O}\left(\frac{1}{r^{n}}\right), \quad n \geq 1  \tag{3.7}\\
& \frac{k_{n}(r)}{r k_{n}^{\prime}(r)}=-\frac{1}{n+1}+\mathcal{O}\left(r^{2}\right), \quad n \geq 1 . \tag{3.8}
\end{align*}
$$

Therefore, we can again conclude

$$
\begin{equation*}
A_{n} \approx \frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}}\left(\gamma+\frac{\delta}{n+\sigma}\right), \quad n \geq 1 . \tag{3.9}
\end{equation*}
$$

For $n=0$, from the exact expression of $k_{0}(r)$, we arrive at

$$
\frac{k_{0}(r)}{r k_{0}^{\prime}(r)}=-\frac{1}{1+r} .
$$

Substituting it into $A_{0}$ defined in (2.13), we now obtain

$$
\begin{equation*}
A_{0}=-\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(1+\frac{\epsilon_{\mathrm{i}}}{\epsilon_{\mathrm{o}}} \frac{k_{0}(u)}{u k_{0}^{\prime}(u)}\right)=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(\frac{1}{1+u} \frac{\epsilon_{\mathrm{i}}}{\epsilon_{\mathrm{o}}}-1\right) . \tag{3.10}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
\sum_{n=0}^{\infty} A_{n} r^{n} P_{n}(\cos \theta) \approx & A_{0}+\sum_{n=1}^{\infty} \frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \frac{1}{r_{\mathrm{i}}^{n}}\left(\gamma+\frac{\delta}{n+\sigma}\right) r^{n} P_{n}(\cos \theta) \\
= & {\left[A_{0}-\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(\gamma+\frac{\delta}{\sigma}\right)\right]+\frac{\gamma q}{4 \pi \epsilon_{\mathrm{i}} r_{\mathrm{i}}} \frac{a}{r_{\mathrm{s}}} \sum_{n=0}^{\infty}\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta) } \\
& +\frac{\delta q}{4 \pi \epsilon_{\mathrm{i}} a} \sum_{n=0}^{\infty} \frac{1}{n+\sigma}\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta) \\
= & S_{0}+S_{1}+S_{2} \tag{3.11}
\end{align*}
$$

where $S_{1}$ and $S_{2}$ in (3.11) are exactly the same as described in the previous subsection. On the other hand, the term $S_{0}$ defines a position-independent correction potential

$$
\begin{equation*}
\Phi_{\mathrm{Cor}, 1}=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left(\frac{1}{1+u} \frac{\epsilon_{\mathrm{i}}}{\epsilon_{\mathrm{o}}}-1-\gamma-\frac{\delta}{\sigma}\right)=-\frac{q u}{4 \pi \epsilon_{\mathrm{o}}(1+u) a} . \tag{3.12}
\end{equation*}
$$

Note that $\Phi_{\text {Cor }, 1}=0$ when $u=\lambda a=0$.
In summary, the second-order approximation of the total potential at a field point $\mathbf{r}=$ $(r, \theta, \phi)$ inside the sphere, due to an internal point charge $q$, consists of four components: the potential $\Phi_{s}(\mathbf{r})$ from the original source point charge $q$ at $\mathbf{r}_{s}$, the potential $\Phi_{i p}(\mathbf{r})$ from the image point charge $q^{\prime}$ at the Kelvin image point $\mathbf{r}_{\mathbf{i}}$, the potential $\Phi_{\mathrm{il}}(\mathbf{r})$ due to the distributed image line charge $q^{\prime \prime}(x)$, and a correction potential $\Phi_{\text {Cor, } 1, ~ i . e ., ~}$

$$
\begin{aligned}
\Phi(\mathbf{r}) & \approx \Phi_{s}(\mathbf{r})+\Phi_{\mathrm{ip}}(\mathbf{r})+\Phi_{\mathrm{il}}(\mathbf{r})+\Phi_{\mathrm{Cor}, 1} \\
& =\frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\int_{r_{i}}^{\infty} \frac{q^{\prime \prime}(x)}{4 \pi \epsilon_{\mathrm{i}}|\mathbf{r}-\mathbf{x}|} \mathrm{d} x+\Phi_{\text {Cor }, 1} .
\end{aligned}
$$

Remark 3.2. To further improve the accuracy of the second-order approximation, we can choose to include another position-dependent correction potential based on the difference in the dipole moment. More specifically, for $n=1$, using the exact expression of $k_{1}(r)$, we obtain

$$
\begin{equation*}
\frac{k_{1}(r)}{r k_{1}^{\prime}(r)}=-\frac{1+r}{2+2 r+r^{2}}, \tag{3.13}
\end{equation*}
$$

which leads to

$$
A_{1}=\frac{q}{4 \pi \epsilon_{\mathrm{i}}} a \frac{1}{r_{\mathrm{i}}} \frac{2(1+u) \epsilon_{\mathrm{i}}-\left(2+2 u+u^{2}\right) \epsilon_{\mathrm{o}}}{(1+u) \epsilon_{\mathrm{i}}+\left(2+2 u+u^{2}\right) \epsilon_{\mathrm{o}}} .
$$

Then the position-dependent correction potential is defined as

$$
\Phi_{\mathrm{Cor}, 2}(\mathbf{r})=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a}\left[\frac{2(1+u) \epsilon_{\mathrm{i}}-\left(2+2 u+u^{2}\right) \epsilon_{\mathrm{o}}}{(1+u) \epsilon_{\mathrm{i}}+\left(2+2 u+u^{2}\right) \epsilon_{\mathrm{o}}}-\left(\gamma+\frac{\delta}{1+\sigma}\right)\right]\left(\frac{r}{r_{\mathrm{i}}}\right) \cos \theta .
$$

Note that $\Phi_{\text {Cor, } 2}=0$ when $u=\lambda a=0$. Then, the second-order approximation of the total potential becomes

$$
\Phi(\mathbf{r}) \approx \frac{q}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{4 \pi \epsilon_{\mathrm{i}}\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\int_{r_{i}}^{\infty} \frac{q^{\prime \prime}(x)}{4 \pi \epsilon_{\mathrm{i}}|\mathbf{r}-\mathbf{x}|} \mathrm{d} x+\Phi_{\mathrm{Cor}, 1}+\Phi_{\mathrm{Cor}, 2}(\mathbf{r}) .
$$

As demonstrated in Section 5.1, the inclusion of the position-dependent correction potential greatly improves the accuracy of the second-order image approximation.

## 4 Discretization of the line image by point images

Now let us show how to construct an equivalent set of image point charges to represent the image line charge introduced in the previous section. The basic idea is to transform the underlying line integral for the potential for an image line charge onto the finite interval $[-1,1]$, and then apply appropriate Gauss or Gauss-Radau quadrature related to specific Jacobi polynomials. Let us begin by approximating the following line integral with an appropriate numerical quadrature

$$
\begin{equation*}
I=\int_{r_{\mathrm{i}}}^{\infty} \frac{1}{|\mathbf{r}-\mathbf{x}|}\left(\frac{x}{r_{\mathrm{i}}}\right)^{-\sigma} \mathrm{d} x, \tag{4.1}
\end{equation*}
$$

where $\sigma>0$. First, by introducing the change of variables $r_{\mathrm{i}} / x=((1-s) / 2)^{\tau}$ with $\tau>0$, we have

$$
\begin{equation*}
I=\tau 2^{-\tau \sigma} \int_{-1}^{1}(1-s)^{\alpha} h(\mathbf{r}, s, \tau) \mathrm{d} s, \tag{4.2}
\end{equation*}
$$

where $\alpha=\tau \sigma-1$ and

$$
\begin{equation*}
h(\mathbf{r}, s, \tau)=\frac{2^{\tau} \tau_{i}}{\left|(1-s)^{\tau} \mathbf{r}-2^{\tau} \mathbf{r}_{\mathbf{i}}\right|} \tag{4.3}
\end{equation*}
$$

Next, we shall employ a numerical quadrature to approximate the integral in Eq. (4.2). Note that $s=-1$ corresponds to the Kelvin image point $x=r_{\mathrm{i}}$. Also $\alpha>-1$ because $\sigma>0$ when $u<1$ and $\tau>0$. Therefore, we can choose either Gauss or Gauss-Radau quadrature based on Jacobi polynomials. The Jacobi polynomials $P_{n}^{\alpha, \beta}(s)$ on the interval $[-1,1]$ are orthogonal polynomials under the Jacobi weight $w(s)=(1-s)^{\alpha}(1+s)^{\beta}$, i.e.,

$$
\int_{-1}^{1}(1-s)^{\alpha}(1+s)^{\beta} P_{i}^{\alpha, \beta}(s) P_{j}^{\alpha, \beta}(s) \mathrm{d} s=\delta_{i j},
$$

where $\alpha>-1, \beta>-1[44]$. More precisely, without losing any generality, let $s_{m}, \omega_{m}, m=$ $1,2, \cdots, M$, be the Jacobi-Gauss or Jacobi-Gauss-Radau points and weights on the interval [ $-1,1$ ] with $\alpha=\tau \sigma-1$ and $\beta=0$ ( $s_{1}=-1$ if Jacobi-Gauss-Radau quadrature is used.) Both $s_{m}$ and $\omega_{m}$ can be obtained with the program ORTHPOL [44]. Then, the numerical quadrature for approximating the integral in Eq. (4.2) is

$$
\begin{equation*}
I \approx \tau 2^{-\tau \sigma} \sum_{m=1}^{M} \omega_{m} h\left(\mathbf{r}, s_{m}, \tau\right) . \tag{4.4}
\end{equation*}
$$

Therefore, the potential $\Phi_{\mathrm{il}}(\mathbf{r})$ of the line image $q^{\prime \prime}(x)$ can be approximated by

$$
\begin{equation*}
\Phi_{\mathrm{il}}(\mathbf{r})=\int_{r_{\mathrm{i}}}^{\infty} \frac{q^{\prime \prime}(x)}{4 \pi \epsilon_{\mathrm{i}}|\mathbf{r}-\mathbf{x}|} \mathrm{d} x \approx \sum_{m=1}^{M} \frac{q_{m}^{\prime \prime}}{4 \pi \epsilon_{i}\left|\mathbf{r}-\mathbf{x}_{\mathbf{m}}\right|^{\prime}} \tag{4.5}
\end{equation*}
$$

where for $m=1,2, \cdots, M$,

$$
\begin{equation*}
q_{m}^{\prime \prime}=2^{-\tau \sigma} \tau \delta \omega_{m} q \frac{x_{m}}{a} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{m}=r_{\mathrm{i}}\left(\frac{2}{1-s_{m}}\right)^{\tau} \tag{4.7}
\end{equation*}
$$

In conclusion, we have the following image approximations to the total potential inside the sphere in terms of the potentials of $M+2$ point charges.
(a) The first-order approximation:

$$
\begin{equation*}
\Phi(\mathbf{r}) \approx \frac{1}{4 \pi \epsilon_{\mathrm{i}}}\left(\frac{q}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\sum_{m=1}^{M} \frac{q_{m}^{\prime \prime}}{\left|\mathbf{r}-\mathbf{x}_{\mathbf{m}}\right|}\right) \tag{4.8}
\end{equation*}
$$

(b) The second-order approximation:

$$
\begin{equation*}
\Phi(\mathbf{r}) \approx \frac{1}{4 \pi \epsilon_{\mathrm{i}}}\left(\frac{q}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\sum_{m=1}^{M} \frac{q_{m}^{\prime \prime}}{\left|\mathbf{r}-\mathbf{x}_{\mathbf{m}}\right|}\right)+\Phi_{\mathrm{Cor}, 1} \tag{4.9}
\end{equation*}
$$

(c) The second-order approximation with $\Phi_{\text {Cor,2 }}(\mathbf{r})$ :

$$
\begin{equation*}
\Phi(\mathbf{r}) \approx \frac{1}{4 \pi \epsilon_{\mathrm{i}}}\left(\frac{q}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}}{\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\sum_{m=1}^{M} \frac{q_{m}^{\prime \prime}}{\left|\mathbf{r}-\mathbf{x}_{\mathbf{m}}\right|}\right)+\Phi_{\mathrm{Cor}, 1}+\Phi_{\mathrm{Cor}, 2}(\mathbf{r}) \tag{4.10}
\end{equation*}
$$

Remark 4.1. Note that $x_{1}=r_{\mathrm{i}}$ when the Jacobi-Gauss-Radau quadrature is employed. Therefore, in this case, after combining together the point image charge $q^{\prime}$ and the first discrete point charge $q_{1}^{\prime \prime}$, we could have an approximation of the total potential inside the sphere in terms of the potentials of $M+1$ point charges. For instance, for the second-order approximation, we have

$$
\begin{equation*}
\Phi(\mathbf{r}) \approx \frac{1}{4 \pi \epsilon_{\mathrm{i}}}\left(\frac{q}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right|}+\frac{q^{\prime}+q_{1}^{\prime \prime}}{\left|\mathbf{r}-\mathbf{r}_{\mathbf{i}}\right|}+\sum_{m=2}^{M} \frac{q_{m}^{\prime \prime}}{\left|\mathbf{r}-\mathbf{x}_{\mathbf{m}}\right|}\right)+\Phi_{\mathrm{Cor}, 1} \tag{4.11}
\end{equation*}
$$

Remark 4.2. The parameter $\tau>0$ in the change of variables $r_{\mathrm{i}} / x=((1-s) / 2)^{\tau}$ can be used as a parameter to control the accuracy of numerical approximations. When $\tau=1 / \sigma$ we have $\alpha=0$, and in this case the quadrature given by Eq. (4.4) simply reduces to the Legendre-Gauss or Legendre-Gauss-Radau quadrature. When $\tau=1 /(2 \sigma)$, we have $\alpha=$ $-1 / 2$. And when $\tau=3 /(2 \sigma)$, we have $\alpha=1 / 2$.

Table 1: Convergence properties of the proposed image approximations.

|  | First-order |  |  | Second-order |  |  | Second-order with $\Phi_{\text {Cor }, 2}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u=\lambda a$ | $\\|E\\|$ | Order |  | $\\|E\\|$ | Order |  | $\\|E\\|$ | Order |
| 0.8 | $1.33 \mathrm{E}-2$ |  |  | $3.45 \mathrm{E}-3$ |  |  | $7.27 \mathrm{E}-4$ |  |
| 0.4 | $9.54 \mathrm{E}-3$ | 0.483 |  | $1.29 \mathrm{E}-3$ | 1.418 |  | $2.09 \mathrm{E}-4$ | 1.801 |
| 0.2 | $5.94 \mathrm{E}-3$ | 0.684 |  | $4.02 \mathrm{E}-4$ | 1.685 |  | $5.47 \mathrm{E}-5$ | 1.931 |
| 0.1 | $3.35 \mathrm{E}-3$ | 0.824 |  | $1.12 \mathrm{E}-4$ | 1.838 |  | $1.39 \mathrm{E}-5$ | 1.978 |
| 0.05 | $1.79 \mathrm{E}-3$ | 0.907 |  | $2.97 \mathrm{E}-5$ | 1.918 |  | $3.49 \mathrm{E}-6$ | 1.993 |
| 0.025 | $9.25 \mathrm{E}-4$ | 0.952 |  | $7.65 \mathrm{E}-6$ | 1.959 |  | $8.73 \mathrm{E}-7$ | 1.998 |
| 0.0125 | $4.70 \mathrm{E}-4$ | 0.976 |  | $1.94 \mathrm{E}-6$ | 1.979 |  | $2.19 \mathrm{E}-7$ | 1.998 |

## 5 Numerical results

For demonstration purpose, let us consider a unit dielectric sphere and a single point charge. We assume that the dielectric constants of the sphere and its surrounding medium are $\epsilon_{\mathrm{i}}=2$ (normally 1,2 or 4 ) and $\epsilon_{\mathrm{o}}=80$ (the dielectric constant of water), respectively. We assume further that the single point charge $q$ is located on the $x$-axis inside the sphere at a distance $r_{\mathrm{s}}$ from the center of the sphere. Unless otherwise specified, the Jacobi-GaussRadau quadrature is chosen to construct discrete point images, and the parameter $\tau$ used in the numerical experiments is chosen as $1 / \sigma$. In addition, the results obtained by the series expansion with 400 terms are treated as the exact reaction fields to calculate the errors of various image approximations.

### 5.1 Accuracy vs the ionic strength

We start by verifying the convergence properties of the proposed image approximations. To this end, in this test the location of the source point charge is fixed at $r_{\mathrm{s}}=0.5$, and the Jacobi-Gauss-Radau quadrature with $M=20$ is employed to approximate the underlying line image. For each selected value of $u=\lambda a$, we calculate the relative error of the image approximations in the reaction field, respectively, at 10,000 observation points uniformly distributed (under the polar coordinates) within the sphere. The maximal relative errors at the 10,000 points for various $u$ values are shown in Table 1, which clearly demonstrates the $\mathcal{O}(\lambda a)$ and $\mathcal{O}\left((\lambda a)^{2}\right)$ convergence properties of the first- and the second-order image approximations, respectively. Moreover, the addition of the position-dependent correction potential $\Phi_{\text {Cor, } 2}$ to the second-order image approximation can improve its accuracy up to one order higher.

### 5.2 Accuracy vs the source location

From now on, we shall confine ourselves to the second-order image approximation without including the position-dependent correction term. Let us first investigate the depen-


Figure 2: The relative errors of the second-order image approximation in the reaction field at 21 observation points equally spaced on the $x$-axis, from -1 to 1 , for six different source locations.
dence of the accuracy of the second-order image approximation on the source location. To this end, in this test the inverse Debye screening length is set as $\lambda=0.5$, and the Jacobi-Gauss-Radau quadrature with $M=20$ is employed to approximate the underlying line image. For each selected source position, we calculate the relative error of the image approximation in the reaction field, respectively, at 21 observation points equally spaced on the $x$-axis, from -1 to 1 . The results are displayed in Fig. 2. As can be seen, the approximation error increases as the source moves to the spherical boundary while the observation point is fixed, or similarly as the observation point moves to the spherical boundary while the source is fixed. In addition, for all cases where $r_{\mathrm{s}}<0.95$, the relative error in the reaction potential is less than $10^{-2}$. It should be noted that, for the cases where $r_{\mathrm{s}} \geq 0.9$, using only 400 terms in the series expansion could be insufficient for us to calculate accurate enough "exact reaction fields" at those observation points close to the spherical boundary. And it is believed to be the reason why the error plots corresponding to the cases where $r_{\mathrm{s}} \geq 0.9$ exhibit some abnormal behaviors at those points near the spherical boundary.

### 5.3 Direct series expansion vs image approximation

In the case that the point charge is close to the spherical boundary, the Kelvin image point $\mathbf{r}_{i}$ is also close to the boundary. Therefore, when calculating the reaction field at a point


Figure 3: The maximal relative errors of the method of direct series expansion in the reaction field at 21 observation points equally spaced on the $x$-axis, from -1 to 1 , for three different source locations, where NExp represents the number of terms included in the direct series expansion.
close to the spherical boundary, the convergence by the direct series expansion

$$
\Phi_{\mathrm{RF}}(r, \theta)=\sum_{n=0}^{\infty} A_{n} r^{n} P_{n}(\cos \theta)=\frac{q}{4 \pi \epsilon_{\mathrm{i}} a} \sum_{n=0}^{\infty} \frac{\epsilon_{\mathrm{i}}(n+1) k_{n}(u)+\epsilon_{\mathrm{o}} u k_{n}^{\prime}(u)}{\epsilon_{\mathrm{i}} n k_{n}(u)-\epsilon_{\mathrm{o}} u k_{n}^{\prime}(u)}\left(\frac{r}{r_{\mathrm{i}}}\right)^{n} P_{n}(\cos \theta)
$$

will be slow due to $r / r_{i} \approx 1$, requiring a great number of terms to achieve high accuracy in the reaction field.

To compare the method of direct series expansion and the second-order image approximation, in this test the inverse Debye screening length is again fixed at $\lambda=0.5$, while the Jacobi-Gauss-Radau quadrature with $M=2$ is used to discretize the line image. Three different source locations with $r_{\mathrm{s}}=0.8,0.9$ and 0.95 are tested, respectively. For each selected source location, we approximate the reaction fields at the same 21 points on the $x$-axis by the direct series expansion with various numbers of terms, compare the results to the exact ones obtained by the direct series expansion with 400 terms, calculate and plot in Fig. 3 the maximal relative errors. As indicated in Fig. 3, more than 20, 40 and 80 terms have to be included for the approximation error to be less than $10^{-2}$ for the cases of $r_{\mathrm{s}}=0.8,0.9$ and 0.95 , respectively. On the other hand, the corresponding errors of the second-order image approximation with $M=2$ are $3.07 \times 10^{-3}, 3.53 \times 10^{-3}$, and $3.76 \times 10^{-3}$, respectively, all less than $10^{-2}$ already! Therefore, to calculate reaction fields at points close to the spherical boundary due to point charges also close to the boundary, the second-order image approximation is clearly much more efficient than the method of direct series expansion.

Table 2: Relative errors of the second-order image approximation using different numbers of point images.

|  | $r_{\mathrm{s}}=0.5$ |  |  |  |  |  | $r_{\mathrm{s}}=0.95$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u=\lambda a$ | $M=0$ | $M=1$ | $M=2$ | $M=20$ |  | $M=0$ | $M=1$ | $M=2$ | $M=20$ |  |
| 0.8 | $2.57 \mathrm{E}-2$ | $3.41 \mathrm{E}-3$ | $3.45 \mathrm{E}-3$ | $3.45 \mathrm{E}-3$ |  | $2.58 \mathrm{E}-2$ | $7.16 \mathrm{E}-3$ | $7.37 \mathrm{E}-3$ | $7.37 \mathrm{E}-3$ |  |
| 0.4 | $2.80 \mathrm{E}-2$ | $1.25 \mathrm{E}-3$ | $1.29 \mathrm{E}-3$ | $1.29 \mathrm{E}-3$ |  | $3.01 \mathrm{E}-2$ | $3.52 \mathrm{E}-3$ | $2.85 \mathrm{E}-3$ | $2.85 \mathrm{E}-3$ |  |
| 0.2 | $2.90 \mathrm{E}-2$ | $3.64 \mathrm{E}-4$ | $4.03 \mathrm{E}-4$ | $4.01 \mathrm{E}-4$ |  | $3.21 \mathrm{E}-2$ | $3.65 \mathrm{E}-3$ | $1.01 \mathrm{E}-3$ | $9.00 \mathrm{E}-4$ |  |
| 0.1 | $2.94 \mathrm{E}-2$ | $1.25 \mathrm{E}-4$ | $1.14 \mathrm{E}-4$ | $1.12 \mathrm{E}-4$ |  | $3.29 \mathrm{E}-2$ | $3.69 \mathrm{E}-3$ | $1.04 \mathrm{E}-3$ | $2.54 \mathrm{E}-4$ |  |
| 0.05 | $2.98 \mathrm{E}-2$ | $1.63 \mathrm{E}-4$ | $3.13 \mathrm{E}-5$ | $2.97 \mathrm{E}-5$ |  | $3.31 \mathrm{E}-2$ | $3.70 \mathrm{E}-3$ | $1.05 \mathrm{E}-3$ | $6.76 \mathrm{E}-5$ |  |
| 0.025 | $2.96 \mathrm{E}-2$ | $1.73 \mathrm{E}-4$ | $9.21 \mathrm{E}-6$ | $7.65 \mathrm{E}-6$ |  | $3.32 \mathrm{E}-2$ | $3.70 \mathrm{E}-3$ | $1.06 \mathrm{E}-3$ | $1.74 \mathrm{E}-5$ |  |
| 0.0125 | $2.96 \mathrm{E}-2$ | $1.75 \mathrm{E}-4$ | $3.76 \mathrm{E}-6$ | $1.94 \mathrm{E}-6$ |  | $3.33 \mathrm{E}-2$ | $3.70 \mathrm{E}-3$ | $1.06 \mathrm{E}-3$ | $4.43 \mathrm{E}-6$ |  |

### 5.4 Accuracy vs the number of discrete point images

One natural concern with the proposed second-order image approximation is the final number of discrete point images required to achieve a certain order of degree of accuracy. For a desired accuracy, this number depends on the locations of both the source charge and the observation point. It should be small if compared to the number of terms needed to achieve the same degree of accuracy in the direct series expansion to make the image approximations useful in the practice.

It has been observed that for relatively large values of $u=\lambda a$, two to three images including the point image at the Kelvin image point ( $M=1$ or 2 ) are sufficient for the second-order image approximation to achieve the best possible results, and using more images will not further improve the overall accuracy of the scheme. This can be understood by the fact that the overall accuracy of the scheme is determined by the combined effect of the error arising in the approximation of the reaction field by a line image and that arising in the discretization of the line image by discrete point images. Although in principle, the latter can be reduced to zero (limited only by machine precision) by using a sufficient number of point images, the former is irreducible for a fixed ionic strength, suggesting that by no means the accuracy of the scheme can exceed that of the line image approximation. For example, as indicated in Table 2, for the case of $r_{\mathrm{s}}=0.95$ and $u=0.8$, the error of the line image approximation is around $7.37 \times 10^{-3}$. Therefore, no matter how many point images are used to discretize the line image, the best possible accuracy of the overall scheme shall be limited by this error.

For relatively small values of $u=\lambda a$, the error of the line image approximation is small. In this case, in order to realize the best possible result, more discrete point images have to be introduced so that the approximation error from the discretization of the involved line image is smaller. For example, for the case of $r_{\mathrm{s}}=0.95$ and $u=0.1$, the best possible accuracy of the scheme appears to be around $2.54 \times 10^{-4}$, but using three discrete point images can only achieve an accuracy of $1.04 \times 10^{-3}$. For the overall accuracy of the image method to be less than $10^{-2}$, however, still only two to three images including the point image at the Kelvin image point ( $M=1$ or 2 ) are needed.

## 6 Conclusions

In this paper, we have presented two discrete image approximations to the reaction field due to a point charge inside a dielectric sphere of radius $a$ immersed in an ionic solvent for small values of $u=\lambda a$ ( $\lambda$ - the inverse Debye screening length of the ionic solvent, $a$ - the radius of the dielectric sphere). A first-order image approximation is first obtained using a point image at the Kelvin image point and a line image that extends from the Kelvin image point out to infinity. Then, this first-order image approximation is improved by including one or two correction potentials, resulting in a second-order image approximation. The line image is further approximated by an equivalent set of discrete images. Numerical results have demonstrated that only two to three point images are needed for the second-order image approximation to achieve a $10^{-3}$ accuracy in the reaction field. Studies of high-order image approximations are in progress and will be reported in a forthcoming paper.

Applications of the proposed second-order image approximation for calculating the electrostatic force interactions in protein folding and materials under extreme conditions such as strong irradiations are in progress. As a final remark, using the fast multipole methods [19,20], the second-order image method presented in this paper has the potential to result in an $\mathcal{O}(N)$ algorithm [13] for calculating electrostatic interactions for $N$ atoms in a dielectric sphere immersed in an ionic solvent.
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