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A POSTERIORI ERROR ESTIMATORS FOR NONCONFORMING
APPROXIMATION

ABDELLATIF AGOUZAL

Abstract. In this paper, an alternative approach for constructing an a posteri-

ori error estimator for non-conforming approximation of scalar elliptic equation

is introduced. The approach is based on the usage of post-processing con-

forming finite element approximation of the non-conforming solution . Then,

the compatible a posteriori error estimator is defined by the local norms of

difference between the nonconforming approximation and conforming post-

processing approximation on the element plus an additional residual term. We

prove in general dimension the efficiency and the reliability of these estimators,

without Helmholtz decomposition of the error, nor regularity assumption on the

solution or the domain, nor saturation assumption. Finally explicit constants

are given, which prove that these estimators are robust in suitable norms
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1. 1. Introduction

During the last 15-20 years a big amount of work has been devoted to a poste-
riori error estimation problem, i.e computing reliable bounds on the error of given
numerical approximation to the solution of partial differential equations using only
numerical solution and the given data. In order to be operating the a posteriori
error estimator should be neither under nor overestimate the error. Most of the
work concern the conforming finite element methods [8] and there is no much pa-
pers dealing with the nonconforming approximations (see e.g [5][4]). It turned out
that in this case some extra terms have to be added to well-know a posteriori er-
ror estimator used for conforming case. In [5][4], these extra terms are the jumps
across the element edges of the tangential derivatives of the finite element approxi-
mation with respect to element edges. In [2], other approach for constructing an a
posteriori error estimator is considered which is based on the solution of two local
sub-problems.

In this paper, an alternative approach is presented which is based on the usage of
post-processing conforming finite elements approximation ûh of the nonconforming
solution uh. Then, the compatible a posteriori error estimator is defined as the
local norms of uh − ûh on the element plus an additional residual term. We prove
in general dimension, without Helmholtz decomposition of the error, nor regularity
of the solution or the domain, nor saturation assumption, the efficiency and the
reliability of our estimator. Since most known a posteriori error estimates yield
two-sided bounds on the error which contain multiplicative constants, an explicit
knowledge of such constants is mandatory for a correct calibration of the a posteriori
error estimates. The norms of the quasi-interpolation operator have recently been
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estimated explicitly in [7]. In this paper we give explicitly such constants for our
estimators.

In the next section, we give some technical lemmas we need in order to estimate
the constants in the upper bound of the error. The estimators are introduced in
section 3 and the proof of their efficiency and reliability is given.

In order to avoid technical difficulties and to make the underlying ideas as clear
as possible, we consider the simple elliptic model problem:





Find u such that
−div(A.∇u) = f, on Ω
u = 0, in ∂Ω

,

where Ω is an opened bounded polygonal domain in IRd (d = 2, 3) and A is piecewise
constant, elliptic and symmetric matrix.
Let Th be a conforming triangulation of Ω by triangles or tetrahedrons but nor
regular in the sense of Ciarlet [3], we denoted by EI the set of interior edges ( faces
)and by Ef the set of all edges ( faces ) included in Γ := ∂Ω. Let Vh be the lowest
order nonconforming finite element space defined in [3] :

Vh = {vh ∈ L2(Ω);∀T ∈ Th, vh|T ∈ P1(T ), ∀e ∈ EI ,
∫

e
[vh]edσ = 0

and ∀e ∈ Ef ,

∫

e

vhdσ = 0}

where [.]e denotes the jump of the concerned function across e.
We consider the following discrete problem





Find uh ∈ Vh such that

∀vh ∈ Vh;
∑

T∈Th

∫

T

A.∇uh.∇vhdx =
∫

Ω

f̂vhdx,

where f̂ is an approximation of f .

2. Some technical Lemmas

Let us introduce the norms ‖A1/2.‖ and ‖A−1/2.‖ defined by :

∀x ∈ IRd, ‖A1/2x‖2 =< Ax, x > and ‖A−1/2x‖2 =< A−1x, x > .

For all T ∈ Th, we denote by ET the set of edges (faces) of T and we set :

hA,T = max
x,y∈T

‖A−1/2(x− y)‖,

and
ρT,A = 2 sup

x∈T
inf

y∈∂T
‖A−1/2(x− y)‖.

In the sequel of this paper, we set

µ = inf
0≤ε<1/2

(
∫ 1

0
(1− t)2εmin(t−d, (1− t)−d)dt)1/2

(1− 2ε)1/2
.

Let us remark that :

µ ≤ (
∫ 1

0

min(t−d, (1− t)−d)dt)1/2 = (2
2d−1 − 1

d− 1
)1/2 = d1/2, d = 2, 3.

First, we have the lemma
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Lemma 1. For all T ∈ Th and v ∈ H1(T ). We have

(
∫

T

(
∫

T

∫ 1

0

|∇v(x+t(y−x)).(y−x)|dtdx)2dy)1/2 ≤ µ×measd(T )hA,T ‖A1/2∇v‖0,T .

Proof: First, for all ε ∈ [0, 1/2[ we have
∫

T

∫ 1

0

|∇v(x + t(y − x)).(y − x)|dtdx ≤ hA,T

∫

]0,1[×T

‖A1/2∇v(x + t(y − x))‖dxdt

≤ hA,T (
∫

]0,1[×T

(1− t)−2εdt)1/2(
∫

]0,1[×T

(1− t)2ε‖A1/2∇v(x + t(y − x))‖2dtdx)1/2

≤ hA,T (measd(T ))1/2

(1− 2ε)1/2
(
∫

]0,1[×T

(1− t)2ε‖A1/2∇v(x + t(y − x))‖2dtdx)1/2.

Then, we obtain

(
∫

T

(
∫

T

∫ 1

0

|∇v(x + t(y − x)).(y − x)|dtdx)2dy)1/2

≤ hA,T (measd(T ))1/2

(1− 2ε)1/2
(
∫ 1

0

(1− t)2ε{
∫

T×T

‖A1/2∇v(x + t(y − x))‖2dxdy}dt)1/2.

Using the change of variables:

x −→ z = x + t(y − x) if t ≤ 1/2 , y −→ z = x + t(y − x) if t ≥ 1/2,

we have

(
∫

T

(
∫

T

∫ 1

0

|∇v(x + t(y − x)).(y − x)|dtdx)2dy)1/2

≤ hA,T (measd(T ))1/2

(1− 2ε)1/2
(
∫ 1

0

(1− t)2εmin(t−d, (1− t)−d)dt)1/2(
∫

T

‖A1/2∇v(x))‖2dx)1/2.

Lemma 2. Let T ∈ Th and e ∈ ET , for all v ∈ H1(T ), we have:

1
measd−1(e)

|
∫

e

vdσ| ≤ 1
measd(T )1/2

(‖v‖0,T +
hA

d
|A1/2∇v|0,T ).

Proof: Let ae the opposite node at e. We set p =
measd−1(e)
dmeasd(T )

(x− ae), it is easy

to verify that
∀f ∈ ET , p.nT = δf

e in e,

where nT is usual outward normal to T . Using Green formula we obtain:

|
∫

e

vdσ| = |
∫

∂T

vp.nT dσ| = |
∫

T

(∇v.p + vdivp)dx|

≤ measd−1(e)
measd(T )1/2

(‖v‖0,T +
hA

d
|A1/2∇v|0,T ).

We also have the following

Lemma 3. For all T ∈ Th, v ∈ H1(T ). We have

‖v − vT ‖0,T ≤ µhA‖A1/2.∇v‖0,T ,

where vT =
1

measd(T )

∫

T

vdx.
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Proof: Using Taylor formula and lemma 2.1, we have



‖v − vT ‖0,T = (
∫

T

(v(y)− 1
measd(T )

∫

T

v(x)dx)2dy)1/2

=
1

measd(T )
(
∫

T

(
∫

T

∫ 1

0

∇v(x + t(y − x)).(y − x)dtdx)2dy)
1
2 ≤ µhA‖A1/2.∇v‖0,T .

By the same arguments, we have also

Lemma 4. For all T ∈ Th, v ∈ H1(T ) and f ∈ L2(T ). We have:

|
∫

T

(f − fT )vdx| ≤ µ× hA,T ‖f − fT ‖0,T ‖A1/2∇v‖0,T ,

where fT =
1

measd(T )

∫

T

f(x)dx.

Proof: Remark that∫

T

(f(y)− fT )v(y)dy =
∫

T

(f(y)− fT )(v(y)− 1
measd(T )

∫

T

v(x)dx)dy

≤ ‖f − fT ‖0,T ‖v − vT ‖0,T ,

where vT =
1

measd(T )

∫

T

vdx.

Using Lemma 2.3, we obtain

|
∫

T

(f − fT )vdx| ≤ µ× hA,T ‖f − fT ‖0,T ‖A1/2.∇v‖0,T .

Now, let Πh the interpolation defined from W 1,p(Ω), p ≥ 1 onto Vh by:

∀e ∈ E,

∫

e

(v −Πhv)dσ = 0.

Recall that [1], for all symmetric matrix B, we have:

∀T ∈ Th; ‖B.∇Πhv‖1,T ≤ ‖B.∇v‖1,T and ‖v −Πhv‖0,T ≤ CT hT ‖B.∇v‖1,T .

and

∀T ∈ Th,∀vh ∈ P1(T ),
∫

T

B.∇vh∇(u−Πhu)dx = 0.

In the next lemma, we give explicit bound of the constant CT . First we have

Lemma 5. For all T ∈ Th, for all v ∈ H1(Ω), we have

‖Πhv‖0,T ≤ (d + 1)(d− 1)1/2(‖v‖0,T +
hA

d
‖A1/2∇v‖0,T ).

Proof: Since,

Πhv =
∑

e∈ET

(
1

measd−1(e)

∫

e

vdσ)φe,

where φe ∈ P1(T ) and ‖φe‖20,T ≤ measd(T )(d− 1). Using the lemma 2.2, we obtain

‖Πhv‖0,T ≤ (d + 1)(d− 1)1/2(‖v‖0,T +
hA

d
‖A1/2∇v‖0,T ),

Lemma 6. For all T ∈ Th, and all v ∈ H1(Ω), we have

‖v −Πhv‖0,T ≤ (µ + (d + 1)(d− 1)1/2(µ +
1
d
))hA‖A1/2.∇v‖0,T .
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Proof: Let vT =
1

measd(T )

∫

T

vdx. On one hand, using lemma 2.3 and 2.5, we

have:

‖Πh(v − vT )‖0,T ≤ (d + 1)(d− 1)1/2(‖v − vT ‖0,T +
hA

d
‖A1/2∇v‖0,T )

≤ (d + 1)(d− 1)1/2(µ +
1
d
)× hA‖A1/2.∇v‖0,T .

On the other hand,
‖v − vT ‖0,T ≤ µhA‖A1/2.∇v‖0,T .

By triangular inequality, and using the fact that ΠhvT = vT , we have

‖v −Πhv‖0,T = ‖v − vT −Πh(v − vT )‖0,T

≤ (µ + (d + 1)(d− 1)1/2(µ + 1
d ))hA‖A1/2.∇v‖0,T .

The final lemma is needed to estimate the constants in the proof of the efficiency
of the estimator. For this, and following Verfürth [8], we introduce the bubble
function ΦT defined by:

ΦT = (d + 1)d+1
d∏

i=0

λi,

where λi are the barycentric coordinates on T . We have

Lemma 7. For all T ∈ Th, for all v ∈ P0(T ), we have

‖v‖0,T = γ1‖Φ1/2
T v‖0,T ,

and
‖A1/2.∇(ΦT v)‖0,T ≤ γ2

ρT,A
‖v‖0,T ,

where

γ1 = (
(2d + 1)!

d!(d + 1)d+1
)1/2,

and

γ2 = (
(d + 1)!2d

3d!
)1/2.

Proof: Let us prove the first inequality. Since

∀(αi)d
i=0 ∈ INd+1,

∫

T

d∏

i=0

λαi
i dx =

d!
∏d

i=0 αi!
(α0 + ... + αd + d)!

measd(T ),

and v ∈ P0(T ), we have

‖v‖0,T = (
(2d + 1)!

d!(d + 1)d+1
)1/2‖Φ1/2

T v‖0,T = γ1‖Φ1/2
T v‖0,T .

On the other hand, since

∀i = 0, .., d, ‖A1/2.∇λi‖0,T ≤ 1
ρT,A

,

we have

‖A1/2.∇(ΦT v)‖0,T ≤
d∑

i=0

‖A−1/2.(∇λi)
∏

j 6=i

λj‖0,T |v|

≤ (
(d + 1)!2d

3d!ρ2
T,A

)1/2‖v‖0,T =
γ2

ρT,A
‖v‖0,T .
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2.1. The Transfer operator. We introduce a transfer operator defined in [2],
that is an application Ih defined from Vh into Vh ∩H1

0 (Ω), such that

∀u ∈ H1
0 (Ω), uh ∈ Vh, ‖u− Ih(uh)‖1,Ω ≤ C(

∑

T∈Th

‖u− uh‖21,T )1/2.

We denote by N the set of all nodes of the triangulation Th. For each a ∈ N , Γa

will denote the union of the sides contained in Ω a belongs to; Ka will denote the
union of the elements of Th having a as node and by Ma card(Ka). Finally ∆(T )
is the union of the elements shearing a node with T and MT is card(∆(T )).
We define the operator Ih from Vh onto Vh ∩H1

0 (Ω) by

Ih(uh)(a) =





0 if a ∈ Γ,
1

Ma

∑

T∈Ka

uh|T (a), otherwise .

Using the same proof as in [2] and the previous lemmas, we have the following

Theorem 1. For all uh ∈ Vh, u ∈ H1
0 (Ω) and T ∈ Th, we have

‖A1/2.∇(uh−Ih(uh))‖0,T ≤ β(measd(T ))1/2

ρA,T

∑

K∈∆(T )

hA,K

(measd(K))1/2
‖A1/2.∇(u−uh)‖0,K ,

where

β = 2d−1d(2 + (µ + (d + 1)(d− 1)1/2(µ +
1
d
))).

3. The a posteriori error estimator.

Let ûh ∈ H1
0 (Ω) a conforming post-processing of uh which can be obatined using

transfer operator. We assume that ûh is obtained by black-box post-processing. It
is interesting to give a posteriori error estimator for u− ûh.

3.1. Error Estimator using Constitutive law. In this subsection, we assume
that:

∀T ∈ Th, f̂ = fT .

Adapting the proof given in [1], we prove that the vector field defined by

∀T ∈ Th, ph = A.∇uh − fT

d
(x− xG,T ) on T,

where xG,T is the barycenter of T, belongs to H(div; Ω) and satisfies

∀T ∈ Th, −divph = fT , on T.

Since ph is of physical interesting, we want to give an a posteriori error estimator
for u− ûh and A.∇u− ph. We have

Theorem 2. For all ûh ∈ H1
0 (Ω) ∩ Vh and all ζ ∈]0, 1[,

∀T ∈ Th, ‖A−1/2ph −A1/2∇ûh‖0,T ≤ ‖A−1/2(p− ph)‖0,T + ‖A1/2.∇(u− ûh)‖0,T ,

and

(1− ζ)‖A1/2.∇(u− ûh)‖20,Ω + ‖A−1/2(p− ph)‖20,Ω ≤ ‖A−1/2ph −A1/2∇ûh‖20,Ω

+ µ2

2ζ

∑
T∈Th

h2
A,T ‖f − fT ‖20,T .
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Proof: The first inequality is clear, let us prove the second one. On one hand,
we have:

‖A−1/2ph −A1/2∇ûh‖20,Ω = ‖A1/2.∇(u− ûh)‖20,Ω + ‖A−1/2(p− ph)‖20,Ω

+2
∫

Ω

A−1/2(ph − p).A1/2(∇u−∇ûh)dx,

On the other hand, using the Green formula and Lemma 2.4, yiels

|
∫

Ω

A−1/2(ph − p).A1/2(∇u−∇ûh)dx| = |
∫

Ω

(ph − p).(∇u−∇ûh)dx|

= | −
∫

Ω

div(ph − p)(u− uh)dx|

= |
∑

T∈Th

∫

T

(f − fT )(u− ûh)dx| ≤ µ
∑

T∈Th

hA,T ‖f − fT ‖0,T ‖A1/2∇(u− ûh)‖0,T

≤ µ2

2ζ

∑

T∈Th

hA,T ‖f − fT ‖20,T +
ζ

2
‖A1/2∇(u− ûh)‖20,Ω.

Then we obtain

(1− ζ)‖A1/2.∇(u− ûh)‖20,Ω + ‖A−1/2(p− ph)‖20,Ω ≤ ‖A−1/2ph −A1/2∇ûh‖20,Ω

+
µ2

2ζ

∑

T∈Th

h2
A,T ‖f − fT ‖20,T .

Using the same arguments, we can prove the following precise version of the last

Theorem:

Theorem 3. For all uh ∈ H1
0 (Ω) and ph ∈ H(div; Ω) such that

∀T ∈ Th; −divph = fT , on T,

for all family of reals {ζT }T∈Th
such that

ζT = 0, if f = fT and ζT ∈]0, 1[ if f 6= fT .

We have

‖A−1/2ph −A1/2∇ûh‖0,T ≤ ‖A−1/2(p− ph)‖0,T + ‖A1/2.∇(u− ûh)‖0,T ,

and
∑

T∈Th

(1− ζT )‖A1/2.∇(u− ûh)‖20,T + ‖A−1/2(p− ph)‖20,Ω ≤ ‖A−1/2ph −A1/2∇uh‖20,Ω

+
µ2

2

∑

T∈Th

h2
A,T

ζT
‖f − fT ‖20,T .

3.2. Estimator in general case. We give an a posteriori error estimator for
u− uh and u− ûh. First, concerning the upper bound of the error we have

Theorem 4. Let ûh ∈ H1
0 (Ω) ∩ Vh, we have

(
∑

T∈Th

‖A1/2∇(u−uh)‖20,T )1/2 ≤ (
∑

T∈Th

‖A1/2∇(ûh−uh)‖20,T )
1
2 +α(

∑

T∈Th

h2
A,T ‖f‖20,T )1/2.

where

α = µ + (d + 1)(d− 1)1/2(µ +
1
d
).



84 A. AGOUZAL

Proof: We set V = {v ∈ L2(Ω), ∀T ∈ Th; v|T ∈ H1(T )}, and define the bilinear
form on V 2 by

∀u, v ∈ V ; a(u, v) =
∑

T∈Th

∫

T

A.∇u.∇vdx.

First, we have

(
∑

T∈Th

‖A1/2∇(u− uh)‖20,T = a(u− uh, u− uh)

= a(u, u− uh)−
∫

Ω

f(u− uh)dx +
∫

Ω

f(u− uh)dx− a(uh, u− uh).

On the one hand∫

Ω

f(u− uh)dx− a(uh, u− uh) =
∫

Ω

f(u− uh)dx

−
∑

T∈Th

∫

T

A.∇uh.∇(Πh(u− uh))dx

=
∫

Ω

f(u− uh −Πh(u− uh))dx

≤ α(
∑

T∈Th

hA,T ‖f‖20,T )1/2(
∑

T∈Th

‖A1/2∇(u− uh)‖20,T )1/2,

where
α = µ + (d + 1)(d− 1)1/2(µ +

1
d
).

On the other hand

a(u, u− uh)−
∫

Ω

f(u− uh)dx = −a(u, uh) +
∫

Ω

fuhdx

= −a(u, uh) + a(uh, uh) = a(uh − u, uh) = a(uh − ûh, uh − u)
≤ (

∑

T∈Th

‖A1/2∇(u− uh)‖20,T )1/2 × (
∑

T∈Th

‖A1/2∇(ûh − uh)‖20,T )
1
2

The last inequalities give the result.
Concerning the a posteriori error estimator for u− ûh, by triangular inequality,

we have the following

Theorem 5. Let ûh ∈ H1
0 (Ω), we have

(
∑

T∈Th

‖A1/2∇(u− ûh)‖20,T )1/2 ≤ 2(
∑

T∈Th
‖A1/2∇(ûh − uh)‖20,T

+ α(
∑

T∈Th
h2

A,T ‖f‖20,T )1/2.

where
α = µ + (d + 1)(d− 1)1/2(µ +

1
d
).

Finally, concerning the lower bound. Using classical arguments [8], we have the
following

Theorem 6. For all T ∈ Th, we have the following estimation

‖A1/2∇(ûh − uh)‖0,T ≤ ‖A1/2∇(u− uh)‖0,T + ‖A1/2∇(u− ûh)‖0,T ,

‖f‖0,T ≤ (1 + γ2
1)‖f − fT ‖0,T + γ2

1

γ2

ρA,T
(‖A1/2∇(u− uh)‖0,T ,

and
‖f‖0,T ≤ (1 + γ2

1)‖f − fT ‖0,T + γ2
1

γ2

ρA,T
(‖A1/2∇(u− ûh)‖0,T ,
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Proof: The first inequality is obtained by triangular inequality. Let us prove

the last inequalities. We set vh = uh or ûh, fT =
1

measd(T )

∫

T

fdx and wT =

ΦT × fT ∈ H1
0 (T ), since fT belong to P0(T ). Using Lemma 2.7, we have

‖fT ‖20,T ≤ γ2
1‖Φ1/2

T × fT ‖0,T = γ2
1

∫

T

wT fT dx

= γ2
1

∫

T

wT (fT − f + div(A.∇(u− vh))dx

= γ2
1(

∫

T

wT (fT − f)dx +
∫

T

A.∇wT .∇(vh − u)dx.

Since ‖ΦT ‖0,∞,T = 1 and using lemma 2.7, we have

|
∫

T

wT (fT − f)dx| ≤ ‖fT − f‖0,T ‖fT ‖0,T ,

and

|
∫

T

A.∇wT .∇(vh − u)dx| ≤ γ2

ρA,T
‖A1/2.∇(u− vh)‖0,T ‖fT − σvh‖0,T .

Then

‖fT ‖0,T ≤ γ2
1‖f − fT ‖0,T +

γ2
1γ2

ρA,T
‖A1/2∇(u− vh)‖0,T .
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