
INTERNATIONAL JOURNAL OF c© 2008 Institute for Scientific
NUMERICAL ANALYSIS AND MODELING Computing and Information
Volume 5, Number 4, Pages 729–748

CONSTRUCTION OF BOUNDARY LAYER ELEMENTS FOR
SINGULARLY PERTURBED CONVECTION-DIFFUSION

EQUATIONS AND L2- STABILITY ANALYSIS

CHANG-YEOL JUNG AND ROGER TEMAM

Abstract. It has been demonstrated that the ordinary boundary layer ele-

ments play an essential role in the finite element approximations for singularly

perturbed problems producing ordinary boundary layers. Here we revise the

element so that it has a small compact support and hence the resulting linear

system becomes sparse, more precisely, block tridiagonal. We prove the valid-

ity of the revised element for some singularly perturbed convection-diffusion

equations via numerical simulations and via the H1- approximation error anal-

ysis. Furthermore due to the compact structure of the boundary layer we are

able to prove the L2- stability analysis of the scheme and derive the L2- error

approximations.
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1. Introduction

In this article we consider linear singularly perturbed boundary value problems
of the types:

−ε4uε − uε
x = f in Ω,(1.1a)

uε = 0 on ∂Ω,(1.1b)

where 0 < ε << 1, Ω = (0, 1)×(0, 1) ⊂ R2. The function f is assumed to be smooth
on Ω̄ but only in Section 3 below we will assume (for the L2- stability analysis) that
f belongs to L2(Ω). Problem (1.1) is meant to be a simplified model for a class
of problems involving variable coefficients and curved boundaries. However the
treatment of these more involved problems only involve additional purely technical
difficulties and we thought it would be more appropriate to present our results in
the case of this model problem. Variable coefficients equations, curved boundaries
and other generalizations will be addressed in separate works.

As ε becomes small, the solutions to problem (1.1) generally display, near the
boundaries, thin transition layers called boundary layers, which are due to the
fact that the boundary conditions of the problem are not the same for ε > 0 and
ε = 0, and then (for ε > 0 small) certain derivatives of the solutions become
very large near the boundaries. We expect that within these boundary layers,
the approximation errors of the discretized system corresponding to problem (1.1)
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become very large (due to the large H2- singularities of the boundary layers).
When the stiffness of the discretized systems is not properly handled, those large
approximation errors at the boundaries propagate in the whole domain due to
the convective term, e.g. −ux in (1.1a), and then the numerical solutions show a
highly oscillatory behavior, see e.g. [20], [22], [3], [4], [13], [14] and [15]. Resolving
boundary layers by the classical approximation methods requires very fine meshes,
which is costly to realize in practice. Indeed, the thickness of the boundary layers (of
order O(ε) for ordinary boundary layers (OBL), and of order O(ε1/2) for parabolic
boundary layers (PBL), see [23], [15]) is usually much smaller than the mesh size
h. Notice that our problem (1.1) produces both OBLs at x = 0 and PBLs at
y = 0, 1, which pollute the numerical solutions, globally and locally respectively.
In view of properly approximating such problems, it has been suggested by Han
and Kellogg, in [10], [11] to add to the Galerkin space suitable profile functions
encompassing the main features of the boundary layers, leading to the so-called
enriched subspaces (ES) method. In this article and related ones [3], [4] we call
Boundary Layer Elements (BLE) these profile functions. A related concept is that
of exponentially fitted splines (or L- splines) (EFS) where the Galerkin basis of
spline functions is chosen (constructed) adapted to the operator Lε; see [9] for
one-dimensional two-point boundary value problems and [6], [7] and [18] for two-
dimensional ones. Our works is closer to the enriched subspaces point of views,
and we use asymptotic expansions inspired in part by the work [23] to construct
the boundary layer elements using asymptotic expansion techniques. We were not
aware of this series of articles on enriched subspaces and exponentially fitted splines
when we started our own work in [3], [4], [13] - [16]. Comparisons between these
articles and our own past and current work are made below.

Before we proceed, we introduce the notations, the semi-norms and norms for
the Sobolev spaces Hm(Ω), m ≥ 0 integer (for m = 0, it is denoted L2), which are,

respectively, |u|Hm =
{∑

|α|=m

∫
Ω
|Dαu|2dΩ

}1/2

and ‖u‖Hm =
{∑m

j=0 |u|2Hj

}1/2

.

The corresponding inner products are (u, v) =
∫
Ω

uvdΩ for L2, ((u, v)) = (u, v) +∫
Ω
∇u ·∇vdΩ for H1, and ((u, v))Hm =

∑
|α|≤m(Dαu,Dαv) for Hm, m ≥ 2. For the

Dirichlet boundary value problem (1.1), we use the Sobolev space H1
0 (Ω), which is

the closure in the space H1(Ω) of C∞ functions compactly supported in Ω. Thanks
to the Poincaré inequality the space H1

0 (Ω) is equipped with the inner product
((·, ·)) =

∫
Ω
∇u · ∇vdΩ, and the norm ‖ · ‖ = | · |H1 .

In [3], [4], [13], [14] and [15], it is demonstrated that the boundary layer elements
(BLE), i.e.

φ∗0(x) = −e−x/ε − (1− e−1/ε)x + 1,(1.2)

play an essential role in the finite element approximations for singularly perturbed
problems producing the OBLs.

The present article is concerned with two dimensional extensions of [3] and the
efficient application of the BLE φ∗0. To solve the problem (1.1) in the finite element
context, we consider its weak formulation: To find u ∈ H1

0 (Ω) such that

aε(u, v) := ε((u, v))− (ux, v) = (f, v), ∀v ∈ H1
0 (Ω),(1.3)

and then we look for an approximate solution uh ∈ Vh such that

aε(uh, vh) = (f, vh), ∀vh ∈ Vh,(1.4)

where the finite element space Vh will be specified in Section 2.2 below. It contains a
classical Q1 finite element space enriched by a boundary layer element related to φ∗0.
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We notice that the BLE φ∗0 does not have a compact support and adding the φ∗0 in Vh

leads to a broad band in the stiffness matrix and hence the corresponding systems
are costly to solve. Thus, a first aim in this article is to revise the element φ∗0 so that
it has a small compact support and to prove that the numerical approximations keep
the same accuracy as before. Note that the idea of replacing a given BLE with broad
support by one with small support is also advocated in [9]. Then the new system
using this revised element φ0 appears to be sparse, more precisely, block tridiagonal
and it can be solved very efficiently; it requires essentially the same computing
resources as those in the classical methods which use only classical polynomial
elements, e.g. Q1, Q2. Furthermore, since the stiffness matrix is tridiagonal, via
a somehow involved matrix analysis we are able to analyze the L2- stability; we
prove that for any f ∈ L2, |uh|L2(Ω) ≤ κ|f |L2(Ω), where the positive constant κ is
independent of the mesh size h and of the small parameter ε, see Section 3 below.
Here we denote the mesh size by h = max{h1, h2} where h1 = 1/M , h2 = 1/N ,
and M, N are the number of elements in the x-, and y- directions, respectively.
Hence, the number of rectangular elements is MN . In the text κ denotes a generic
constant independent of ε, h1, h2, h, which may be different at different occurrences.
But if it needs to be distinguished, we denote it by κi, i = 0, 1, · · · , and so on.

Like all linearizations of the Navier-Stokes and Boussinesq equations which are
ultimate goal, equation (1.1a) does not contain a reaction term e.g. uε (unlike
equation (1.6) below). Such a reaction term could generate L2 stability for classical
finite element approximations. Indeed the classical schemes which do not use the
BLE φ∗0 tend to be highly unstable and blow up as ε → 0 as we explain in Remark
3.1 below. To ensure the stability, we could consider a change of variable, e.g.
u = e−xv, which changes the scheme (1.4) to a slightly more complicated form: To
find vh ∈ Vh such that for all wh ∈ Vh,

ã(vh, wh) := ε((vh, wh))− (1− 2ε)(vhx, wh) + (1− ε)(vh, wh) = (exf, wh).(1.5)

Then by the transformation uh = e−xvh, we can recover the approximate solutions
uh from the modified scheme (1.5). But in the numerical simulations we found that
the original scheme (1.4) using the BLE φ∗0 indeed attains much better accuracies
(e.g. for ε = 10−3, h1 = 1/M = 1/20, h2 = 1/N = 1/10, the L2- errors of the
scheme (1.4), (1.5) are respectively 3.7465E-04 and 1.2287E-03, for more detail see
Tables 1, 2 in [13]). By numerical simulations we also observed that the scheme
(1.4) converges as ε → 0 to a nonsingular system (i.e. the limit linear system is
invertible) as explained in Section 3. This limit behavior and the better accuracies
of the original scheme (1.4) in the simulations motivate the L2- stability analysis
via the matrix analysis; the L2- stability analysis of problem (1.4) is involved and
we did not find it available in the literature not using a change of variable. Beside
this numerical motivation, another reason that we do not change Eq. (1.1) using
this change of variable is that we will confront in more general problems (say,
−ε4uε −b(x, y) · ∇uε = f) many situations that cannot attain the L2- stability in
the numerical simulations by a simple change of variable. These include the cases
where b attains 0 in the interior of Ω, e.g. −ε4uε + xuε

x = f in (−1, 1) × (−1, 1)
and when periodic boundary conditions are imposed, e.g. problem (1.1) with (1.1b)
replaced by e.g. u(x, 0) = u(x, 1) = 0 and uε(x, y) = uε(x + 1, y).

This article is organized as follows: We start in Section 2 by modifying φ∗0 slightly
and we construct a new boundary layer element φ0 which has a small compact
support; this will be used in the stability analysis, and it will be used elsewhere in
the numerical simulations. In Section 2.2, we consider new finite element schemes
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using the element φ0; more precisely, the function φ0 will be incorporated into the
appropriate finite elements space that we will define. We then perform the L2-
stability analysis via a matrix method in Section 3 and derive error estimates in
H1 and L2 in Section 4.

A number of technical hypotheses will be needed on h1, h2 and ε, namely (H0)
to (H5) (see (2.6), (2.7), (3.19), (3.29), (3.44), (3.45)).

Before we proceed, we want to develop a comparison between (EFS), (ES) and
(BLE). To compare these methods, we take a simple one dimensional singularly
perturbed problem:

Lεu
ε := −εuε

xx − uε
x + uε = f in (0, 1), uε(0) = uε(1) = 0.(1.6)

Its weak formulation and finite elements scheme are, respectively, defined as: To
find u = uε ∈ H1

0 (0, 1), uh ∈ Vh ⊂ H1
0 (0, 1) such that

B(u, v) = (f, v), ∀v ∈ H1
0 (0, 1), B(uh, vh) = (f, vh), ∀vh ∈ Vh,(1.7)

where B(u, v) = ε((u, v)) − (ux, v) + (u, v). Then it is easy to verify the coercivity
B(u, u) ≥ ‖u‖2ε := ε|u|2H1 + |u|2L2 . From (1.7) we also find that B(u − uh, vh) = 0
and thus we classically find that ‖u−uh‖2ε = B(u−uh, u−uh) = B(u−uh, u− ũh),
for any ũh ∈ Vh. By the Poincaré and the Cauchy-Schwarz inequalities, after some
elementary calculations, we conclude that

‖u− uh‖ε ≤ κ min{ε1/2|u− ũh|H1 + ε−1/2|u− ũh|L2 , |u− ũh|H1}.(1.8)

What is in common in (EFS), (ES) and (BLE) is that all methods attain the
ε- uniform convergence in the weighted energy norm ‖ · ‖ε and all of them use the
singular functions which absorb the singularities due to the small ε. The differences
are the construction of the basis in the finite elements space Vh and the method to
derive the singular functions. In the (EFS), the finite elements basis are constructed
to adapt to the differential operator Lε of Eq. (1.7) in each subinterval. The basis
elements ϕi, i = 1, · · · , N−1, are defined as follows: supp ϕi = [xi−1, xi+1], Lεϕi =
0 in (xi−1, xi), ϕi(xi−1) = 0, ϕi(xi) = 1 and Lεϕi = 0 in (xi, xi+1), ϕi(xi) =
1, ϕi(xi+1) = 0. It is known that ‖u − uh‖ε ≤ κh1/2 (see [20]); this estimate can
be derived using the fact that Lεϕi = 0 for all (xi−1, xi+1), i = 1, · · · , N − 1. The
advantage of (EFS) is that it does not assume any a priori knowledge of where the
boundary (or interior) layers occur but it is known that the exponentially fitted
splines ϕi can introduce spurious interior layers in the numerical simulations where
the solutions behave smoothly (see [9]) and since the basis are adapted to Lε, if
Lε is complicated, e.g. with variable coefficients, the basis ϕi can be complicated
and some approximate form of Lε might be necessary (e.g. L̄- splines) (see [20]).
To avoid the spurious numerical interior layers, we can apply (EFS) only in a
region where a boundary layer occurs and use the classical polynomial elements
outside the boundary layers but we then need a priori knowledge on the boundary
layers. In this respect, the (ES) and (BLE) which we now describe provide a
way to analyze the structures of boundary layers. The (ES) uses the classical
polynomial elements enriched with the singular function φ∗0. This method can be
justified by the decomposition (see [11]) of the solutions uε of Eq. (1.1): uε =
c0(ε)φ∗0(x) + c1(x) + c2(x), where |c0(ε)| ≤ κ, c1(x), c2(x) ∈ H1

0 (0, 1) and

|c1(x)|+ ε|c1x(x)|+ ε2|c1xx(x)| ≤ κε e−x/(2ε),(1.9a)

|c2(x)|+ |c2x(x)|+ |c2xx(x)| ≤ κ.(1.9b)

We first notice that by the classical interpolation theory applied to c2(x), there
exists a piecewise linear function Πc2 such that |c2 − Πc2|Hm ≤ κh2−m|c2|H2 ≤
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κh2−m and we can also deduce that |c1|Hm ≤ κε3/2−m. Setting ũh = c0(ε)φ∗0 +Πc2,
we then find that for m = 0, 1,

|u− ũh|Hm ≤ |c1|Hm + |c2 −Πc2|Hm ≤ κ(ε3/2−m + h2−m).(1.10)

Using the estimate (1.8), for ε ≤ h2 or h2 < ε ≤ h, we can deduce that ‖u−uh‖ε ≤
κh. For ε > h, by the classical interpolation theory applied to c1(x), we find that
|c1−Πc1|Hm ≤ κh2−m|c1|H2 ≤ κε−1/2h2−m and thus, setting ũh = c0(ε)φ∗0 +Πc2 +
Πc1, we have

|u− ũh|Hm ≤ |c1 −Πc1|Hm + |c2 −Πc2|Hm ≤ κε−1/2h2−m.(1.11)

Using (1.8) again, we deduce that ‖u − uh‖ε ≤ κh for ε > h (thus for all ε >
0). Finally, in the (BLE), by the singular perturbation analysis in the Hm space
(correctors in the context of [17]), we derive that |uε− c0(ε)φ∗0|H2 ≤ κ (see [3]) and
thus by the classical interpolation theory applied to uε − c0(ε)φ∗0 we deduce that
there exists a function ũh := c0(ε)φ∗0 + Π(uε − c0(ε)φ∗0) such that

|uε − ũh|Hm ≤ κh2−m|uε − c0(ε)φ∗0|H2 ≤ κh2−m.(1.12)

Using (1.8), we deduce that ‖u − uh‖ε ≤ κh for all ε > 0. Both (BLE) and (ES)
use the singular function φ∗0 which is globally smooth. The (EFS) uses ϕi’s which
have a small compact support and thus are efficient in the numerical implementa-
tions. In this article we will modify φ∗0 to have small compact support under some
smallness assumptions for ε. The finite element spaces Vh are {φ∗0, (φi)N−1

i=1 }, φi are
the hat functions, for (BLE) and (ES) and {(ϕi)N−1

i=1 } for (EFS). We note that the
functions, φ∗0 and ϕi’s, absorb the singularities due to the small ε. The (BLE) and
(ES) try to reveal, by some mathematical analysis, the precise structure of the sin-
gularities which cause the instability in the numerical schemes as much as possible.
In the H2 space, φ∗0 is the right function to absorb the H2- singularities, namely,
|uε−c0(ε)φ∗0|H2 ≤ κ. To extend to higher order numerical methods, we will need to
find singular functions to absorb the Hm- singularities, m ≥ 3. For that purpose,
the correctors are relatively suitable to reveal the structures of the singularities in
the Hm spaces, ∀m ≥ 1. But the structures are getting complicated and using
them is another problem to solve which we aim elsewhere. Furthermore, in higher
dimensional spaces, unlike the one-dimensional one, there are many challenging sin-
gularities, parabolic boundary layers, interior layers (characteristic layers, turning
points) as well as ordinary boundary layers and (one dimensional) turning points
as in the one dimensional space. The boundary layers are the easiest to detect and
the ordinary boundary layers are the most feasible functions to be discretized in
the numerical simulations. The other correctors need to be modified for the com-
putational purpose and this will be a coming subject of study. We believe that our
numerical methods, closely connected to the singular perturbation theory (they ac-
tually complement each other), have a large potential to explore those challenging
problems and the higher-order numerical methods.

2. Boundary Layer Elements (BLE)

Starting with φ∗0 = −e−x/ε − (1 − e−1/ε)x + 1, which belongs to C∞([0, 1]) ∩
H1

0 (0, 1), we first recall the following lemma from [15] which states that φ∗0 absorbs
the H2- singularity of the OBLs. Here we impose the condition

f(x, 0) = f(x, 1) = 0(2.1)

so that the PBLs are mild. More precisely, they are O(1)- quantity in H2 space
(see [15]).
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Lemma 2.1. Assume that the condition (2.1) holds. Then there exist a positive
constant κ independent of ε, and a smooth function g = gε(y) ∈ H1

0 (0, 1) with
|g|H2(0,1) ≤ κ such that

‖uε − gφ∗0‖H2(Ω) ≤ κ.(2.2)
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Figure 1. Boundary layer elements for ε = 0.01, h1 = 0.1 here;
(a): φ0, (b): φ∗0.

2.1. Constructing BLEs. We now sightly modify φ∗0, and derive a new boundary
layer element φ0 which has a small compact support, see (a) of Figure 1:

φ0 = [−e−x/ε − (1− e−h1/ε)x/h1 + 1]χ[0,h1](x),(2.3)

where χ[α,β](x) is the characteristic function of [α, β]. We note that φ0 belongs to
H1

0 (0, 1). To compare the two elements, φ∗0 and φ0, φ0 given in (2.3), we rewrite

φ0 =
[
− exp

(
−x

ε

)
+ exp

(
−h1

ε

)
x

h1

]
χ[0,h1] +

[
1− x

h1

]
χ[0,h1].(2.4)

Since the last term, (1 − x/h1)χ[0,h1], is exactly a hat function at x = 0, we thus
easily verify that there exist ci’s such that

[
1− x

h1

]
χ[0,h1] +

M−1∑

i=1

ciφi = 1− x, ∀x ∈ [0, 1],(2.5)

where the φi are the usual hat functions whose definition is recalled in Section 2.2.
We now make two smallness hypotheses for ε, namely

(H0) − ε ln ε ≤ 2
3
h1,

(
or exp

(
−h1

ε

)
≤ ε3/2

)
,(2.6)

(H1) ε ≤ κ0h1, 0 < κ0 ≤ 1/4;(2.7)

e.g. for ε = 10−2, 10−3, respectively, −ε ln ε ≈ 4.6052×10−2, 6.9078×10−3. These
hypothesis simplify calculations here and later and (2.6) will be used to majorize
the expressions (3.5h) - (3.5k) below.

Lemma 2.2. Assume that (H0)-(2.6), (H1)-(2.7) hold and let Φ0 = φ0+
∑M−1

i=1 ciφi

where the ci’s are as in (2.5). Then the following inequalities hold: for m = 0, 1,

|φ∗0 − Φ0|Hm(0,1) ≤ κh2−m
1 ,(2.8a)

|Φ0|Hm(0,1) ≤ κε−m/2.(2.8b)
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Proof. We first write from (1.2) and (2.5) that φ∗0 − Φ0 = J1 + J2 + J3, where

J1 = −e−x/εχ[h1,1](x), J2 = −e−h1/εx/h1χ[0,h1](x), J3 = e−1/εx.

For J1, by the assumption (2.6),

|J1|2Hm ≤ κε−2m

∫ 1

h1

e−2x/εdx ≤ κε−2m+1e−2h1/ε ≤ κε−2m+4.

Hence, by (2.7), |J1|Hm ≤ κε2−m ≤ κh2−m
1 . For J2, we find from (2.6), (2.7) that

|J2|Hm ≤ κh−1
1 e−h1/ε|x1−m|L2(0,h1) ≤ κh

(1−2m)/2
1 ε3/2 ≤ κh2−m

1 .

The J3 is an exponentially small term which is absorbed in the other norm estimates
and thus (2.8a) follows. Then (2.8b) follows from (2.8a) observing that |φ∗0|L2(0,1) ≤
κ, |φ∗0|H1(0,1) ≤ κε−1/2, and |Φ0|Hm ≤ |φ∗0|Hm + |φ∗0 − Φ0|Hm . ¤
2.2. Finite Element Discretizations. We now define the finite element spaces
and introduce the new schemes making use of the classical Q1 elements (hat func-
tions), φi and ψj , i = 1, · · · ,M−1, j = 1, · · · , N−1, to which we add the boundary
layer element (BLE) φ0 which absorbs the singularity at x = 0 due to the OBLs.
We thus introduce the following finite element space for the scheme (1.4) in the
form of tensor product of two spaces:

Vh = {φ0, (φi)M−1
i=1 } ⊗ {(ψj)N−1

j=1 } ⊂ H1
0 (Ω).(2.9)

To derive the H1- and L2- error estimates below for the scheme (1.4) with (2.9),
we will need the following interpolation inequalities.

Lemma 2.3. Assume that (H0) - (2.6), (H1) - (2.7) hold. Then there exists an
interpolant ũh ∈ Vh such that for m = 0, 1,

‖uε − ũh‖L2(Ω) ≤ κh2,(2.10a)

‖uε − ũh‖H1(Ω) ≤ κ(h + h2
2ε
−1/2).(2.10b)

Proof. From the classical interpolation results, see e.g. [5], [13], [21] applied to
ūε = uε − gφ∗0 ∈ H1

0 (Ω), and by (2.2), we can find its interpolant Πūε ∈ Vh such
that

I1(m) := |uε − gφ∗0 −Πūε|Hm(Ω) ≤ κh2−m|uε − gφ∗0|H2(Ω) ≤ κh2−m.

By (H0), (H1), we easily find from (2.8a) that

I2(m) := |gφ∗0 − gΦ0|Hm(Ω) ≤ κhm
1 .

Then again, by the classical interpolation results applied this time to g = gε(y), we
can also find its interpolant, piecewise linear function, Πyg ∈ H1

0 (0, 1) such that

|g −Πyg|Hm(0,1) ≤ κh2−m
2 ;

then using the estimates (2.8b), we easily verify the following estimates, observing
that Φ0 depends only on x, and g and ψj depend only on y:

I3(0) :=|Φ0g − Φ0Πyg|L2(Ω) ≤ |g −Πyg|L2(0,1)|Φ0|L2(0,1) ≤ κh2
2,

I3(1) :=|Φ0g − Φ0Πyg|H1(Ω) ≤ κ|g −Πyg|H1(0,1)|Φ0|L2(0,1)

+ κ|g −Πyg|L2(0,1)|Φ0|H1(0,1) ≤ κh2 + κh2
2ε
−1/2.

The lemma follows after setting ũh = Πūε + Φ0Πyg ∈ Vh and observing that

|uε −Πūε − Φ0Πyg|Hm ≤ I1(m) + I2(m) + I3(m).

¤
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Remark 2.1. For one dimensional problem, since we do not take into account the
approximation errors in y due to g(y) in the proof of Lemma 2.3, we can conclude
that for m = 0, 1, ‖uε − ũh‖H1(0,1) ≤ κh2−m

1 (see [3]).

3. L2- stability Analysis

When ε is small or ε → 0, one would expect that the linear system (1.4) is highly
ill-conditioned. However, we will show how the new boundary layer element φ0

stabilizes (or, absorbs the singularities of) the discretized linear system (1.4). Since
the limit system (i.e. when ε = 0) has a simple structured block matrix which
appears in (3.5) and (3.6) below, we are able to analyze the L2- stability via a
matrix method.

Setting

uh =
M−1∑

i=0

N−1∑

j=1

aijφiψj ,(3.1)

where φ0 is the BLE as in (2.3), φi, ψj , i = 1, · · · ,M − 1, j = 1, · · · , N − 1, are hat
functions, we then write Eq. (1.4) with (2.9) with F (v) =

∫
Ω

fvdΩ, for any f ∈ L2

not necessarily satisfying (2.1), in the matrix from:

Γεa = b.(3.2)

The Γε and the b are the stiffness matrix and the load vector specified in (3.5) and
(3.41) respectively below, and

a =




a0
a1
·
·
·
ai

·
aM−2
aM−1




M×1

, ai =




ai1
ai2
·

aij

·
ai,N−1




(N−1)×1

; b =




b0
b1
·
·
·

bk

·
bM−2
bM−1




M×1

, bk =




bk1
bk2
·

bkl

·
bk,N−1




(N−1)×1

.

Note that the matrix Γε is of size [M × (N − 1)]2 = [(1 − h2)/(h1h2)]2. For
the purpose of the analysis below, we introduce the Euclidian inner product <

·, · > on RN , < a,b >=
∑N

i=1 aibi, where a = (a1, · · · , ai, · · · , aN )T , b =
(b1, · · · , bi, · · · , bN )T . We also introduce the corresponding matrix norm ‖Λ‖ =
max‖x‖2=1 ‖Λx‖2, where ‖x‖2 =

√
< x,x >. We recall the following well-known

facts, see [8], [19].
For a matrix Λ ∈ RN×N , setting ρ(Λ) = maxλ∈σ(Λ) |λ|, ρ(Λ) = minλ∈σ(Λ) |λ|

with σ(Λ) = {λ ∈ C; λ an eigenvalue of Λ}, we have ‖Λ‖ =
{
ρ(ΛT Λ)

}1/2, and if Λ

is invertible, ‖Λ−1‖ =
{
ρ(ΛT Λ)

}−1/2, where ΛT is the transpose of Λ. In particular,

if Λ is a symmetric matrix, i.e. ΛT = Λ, then ‖Λ‖ = ρ(Λ), ‖Λ−1‖ =
{
ρ(Λ)

}−1.
We will explicitly calculate the entries of the stiffness matrix Γε. For that purpose

and for the analysis later on, it is convenient here to define the identity matrices,
I and Ĩ, and the tridiagonal matrices, S, U which will be used repeatedly.

I =




1
1

·
1

1




(N−1)×(N−1)

, Ĩ =




I
I

·
I

I




M×M

,

S =




4 1
1 4 1

· · ·
1 4 1

1 4




(N−1)×(N−1)

, U =




2 −1
−1 2 −1

· · ·
−1 2 −1

−1 2




(N−1)×(N−1)

.
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From the Gershgorin circle theorem, we easily find that

‖S‖ ≤ 6, ‖S−1‖ ≤ 1/2, ‖U‖ ≤ 4;(3.3)

however for ‖U−1‖, since the Gershgorin discs of U contain the point 0, we are not
able to find the upper bound of ‖U−1‖. The relations (3.3) for S follow also from
the explicit expression of its eigenvalues which are, see e.g. [1]: λi = 6−4

(
sin iπ

2N

)2,
i = 1, · · · , N − 1.

We now compute the (l, j)th entry of each (k, i)th block, aε(φiψj , φkψl), of the
stiffness matrix Γε:

aε(φiψj , φkψl) = ε

∫ 1

0

dφi

dx

dφk

dx
dx

∫ 1

0

ψjψldy

+ ε

∫ 1

0

φiφkdx

∫ 1

0

dψj

dy

dψl

dy
dy −

∫ 1

0

dφi

dx
φkdx

∫ 1

0

ψjψldy;
(3.4)

the indices k, i range from 0 to M − 1, and the indices l, j range from 1 to N − 1.
Using e.g. MAPLE we explicitly compute the integrals in (3.4) and we find that:

Γε =




Aε Bε

Cε Dε Eε

Fε Dε Eε

· · ·
· · ·

Fε Dε Eε

Fε Dε




M×M

,(3.5a)

where Aε = A + Ãε, Bε = −A + B̃ε, Cε = A + C̃ε, Eε = −A + Ẽε, Fε = A + Ẽε,
and

A =
(

h2

12

)
S,(3.5b)

Ãε =
(

(ξ1 − 2ε)h2

12h1

)
S + ε

(
ξ2 + 2h2

1 − 9h1ε + 12ε2

6h1h2

)
U,(3.5c)

B̃ε =
(

(ξ3 + 2ε)h2

12h1

)
S + ε

(
ξ4 − 6ε2 + h2

1

6h1h2

)
U,(3.5d)

C̃ε = −
(

(ξ3 + 2ε)h2

12h1

)
S + ε

(
ξ4 − 6ε2 + h2

1

6h1h2

)
U,(3.5e)

Ẽε = −ε

(
h2

6h1

)
S + ε

(
h1

6h2

)
U,(3.5f)

Dε = ε

(
h2

3h1

)
S + ε

(
2h1

3h2

)
U,(3.5g)

where the ξi are all exponentially small as ε → 0:

ξ1 = (−2ε− h1)e−2h1/ε + 4εe−h1/ε,(3.5h)

ξ2 = (9h1ε + 2h2
1 + 12ε2)e−2h1/ε + (2h2

1 − 24ε2)e−h1/ε,(3.5i)

ξ3 = (−2ε− h1)e−h1/ε,(3.5j)

ξ4 = (6h1ε + 6ε2 + 2h2
1)e

−h1/ε.(3.5k)

The matrix Γε is block tridiagonal, and each block, Aε to Fε, is tridiagonal too.
The blank blocks are (N − 1) × (N − 1)- zero matrices, we will sometimes denote
a zero matrix by 0 if it needs to be distinguished.
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It is noteworthy that the matrices Ãε to Ẽε converge to 0 when ε → 0 and

Aε, Cε, Fε → A, Bε, Eε → −A, Dε → 0.(3.6)

The limit matrix, i.e. Γε when ε = 0, is a simple structured block matrix (= AΛ0

as in (3.16) below) and, furthermore, its inverse matrix can be found explicitly, see
Lemma 3.2 below.

We now consider the two following cases, namely when ε ≤ κh2
2 and when κh2

2 ≤
ε ≤ κh2. The case ε ≤ κh2

2, which is presented in the next section, gives us some
insights on why the new scheme (1.4) with (2.9) is stable and the classical scheme
is not.

3.1. Case ε ≤ κh2
2. We will use Lemma 3.1 below which estimates the matrix

norm of a (block) band matrix or dense matrix.
Let Aki denote the (k + 1, i + 1)th block in the block matrix Λ. We define its

bandwidth w as follows: w = p+q−1 if the entry blocks Aki = 0 whenever k+p ≤ i
or i + q ≤ k.

Lemma 3.1. Let w be the bandwidth of a block matrix Λ with blocks {Aki}. Then

‖Λ‖ ≤ w ×max
k,i

{‖Aki‖}.(3.7)

Proof. Let x = (x0,x1, · · · ,xi, · · · ,xM−1)T . We then easily verify that

‖Λx‖22 =
M−1∑

k=0

∥∥∥∥∥∥

k+p−1∑

i=k−q+1

Akixi

∥∥∥∥∥∥

2

2

≤ max
k,i

{‖Aki‖2}
M−1∑

k=0




k+p−1∑

i=k−q+1

‖xi‖2




2

,(3.8)

where p, q are as above. By the Cauchy-Schwarz inequality



k+p−1∑

i=k−q+1

‖xi‖2




2

≤ (p + q − 1)
k+p−1∑

i=k−q+1

‖xi‖22,(3.9)

and hence, permuting the summation

M−1∑

k=0




k+p−1∑

i=k−q+1

‖xi‖2




2

≤ (p + q − 1)2
M−1∑

i=0

‖xi‖22.(3.10)

Therefore, from (3.8) and (3.10),

‖Λ‖ = max
‖x‖2=1

‖Λx‖2 ≤ (p + q − 1)max
k,i

{‖Aki‖};(3.11)

the lemma follows. ¤

Remark 3.1. The norm of each ‖Aki‖ can be estimated as in Lemma 3.1. More
precisely, if Aki is a band matrix with a bandwidth w̄, then

‖Aki‖ ≤ w̄ ×max
l,j
{|aki

lj |},(3.12)

where aki
lj is the (l, j)th entry of Aki.

In particular, if the matrix Λ is of size M ×M and its bandwidth w depends on
M = 1/h1, e.g. a matrix with no zero entries, we easily see that since w ≤ 2M ,

‖Λ‖ ≤ κ

h1
×max

k,i
{‖Aki‖}.(3.13)
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Furthermore, if each block Aki is of size (N − 1) × (N − 1) and its bandwidth w̄
depends on N = 1/h2, since w̄ ≤ 2(N − 1), we infer from (3.12), (3.13) that

‖Λ‖ ≤ w × w̄ ×max
l,j
{|aki

lj |} ≤
κ

h1h2
× max

l,j,k,i
{|aki

lj |}.(3.14)

Thanks to (3.5), multiplying equation (3.2) by A−1, we write this equation as
follows:

A−1Γεa = (Λ0 + Λε)a = b̃,(3.15)

where

Λ0 =




I −I
I 0 −I

I 0 −I
· · ·

· · ·
I 0 −I

I 0




M×M

,(3.16)

Λε =




A−1Ãε A−1B̃ε

A−1C̃ε A−1Dε A−1Ẽε

A−1Ẽε A−1Dε A−1Ẽε

· · ·
· · ·

A−1Ẽε A−1Dε A−1Ẽε

A−1Ẽε A−1Dε




M×M

,(3.17)

and

b̃ = (A−1b0,A−1b1, · · · , A−1bM−1)T .(3.18)

We now assume that the ratio h2/h1 is bounded:

(H2) h2 ≤ κh1.(3.19)

We then notice that

‖Ãε‖ ≤ κ
εh1

h2
;(3.20)

indeed, from the entries of the matrix Ãε shown in (3.5c), using the hypotheses
(H0)-(2.6), (H1)-(2.7) and (H2)-(3.19), after some elementary calculations, we find
that the entries of the block Ãε are majorized by κεh1/h2. Furthermore, since Ãε

is banded, (3.20) follows from estimate (3.12). Similarly, from (3.5d)-(3.5g) we find

‖B̃ε‖, ‖C̃ε‖, ‖Ẽε‖, ‖Dε‖ ≤ κ
εh1

h2
.(3.21)

From (3.3) and (3.5b), we find

‖A−1‖ ≤ κ

h2
‖S−1‖ ≤ κ

h2
.(3.22)

Using estimates (3.20), we then find

‖A−1Ãε‖ ≤ ‖A−1‖‖Ãε‖ ≤ κ
εh1

h2
2

,(3.23)

and similarly, by (3.21), we find

‖A−1B̃ε‖, ‖A−1C̃ε‖, ‖A−1Ẽε‖, ‖A−1Dε‖ ≤ κ
εh1

h2
2

.(3.24)

Hence, from Lemma 3.1 and (3.17), since Λε is banded, we easily find

‖Λε‖ ≤ κ
εh1

h2
2

,(3.25)
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and it is not hard to see that

‖b̃‖2 ≤ ‖A−1‖‖b‖2 ≤ κ

h2
‖b‖2.(3.26)

Taking the norm of each side of equation (3.15), we find

‖(Λ0 + Λε)a‖2 = ‖b̃‖2 ≤ κ

h2
‖b‖2.(3.27)

We are now able to estimate the norm ‖a‖2 as follows. Firstly,

‖Λ0a‖2 ≤ ‖(Λ0 + Λε)a‖2 + ‖ − Λεa‖2 ≤ κ

h2
‖b‖2 + ‖Λε‖‖Λ−1

0 ‖‖Λ0a‖2

≤ (by (3.25) and Lemma 3.2 below) ≤ κ

h2
‖b‖2 + κ1

ε

h2
2

‖Λ0a‖2.
(3.28)

Note here that we named the constant κ1 and we now assume that

(H3) κ1
ε

h2
2

≤ 1
2
,

(
or ε ≤ h2

2

2κ1

)
.(3.29)

We then deduce from (3.28) that

‖Λ0a‖2 ≤ κ

h2
‖b‖2,(3.30)

and hence

‖a‖2 ≤ ‖Λ−1
0 ‖‖Λ0a‖2 ≤ κ

h1h2
‖b‖2.(3.31)

We now justify the estimate of the norm of Λ−1
0 and derive the relations between

‖a‖2 and |uh|L2 , and between ‖b‖2 and |f |L2 in the subsequent lemmas.

Lemma 3.2. The inverse Λ−1
0 of Λ0 is given by formulas (3.33) below and we

have:

‖Λ−1
0 ‖ ≤ κ

h1
.(3.32)

Proof. The inverse matrix Λ−1
0 can be found recursively as follows. Set

Ξ(1) = I, Ξ(2) =

(
0 I
−I I

)
.(3.33a)

Then we claim that

Λ
−1
0 = Ξ(M) =




Ξ(M − 2) Ξ1

Ξ3 Ξ2


 ,(3.33b)

where

Ξ1 =

(
0 0 0 · 0 0 0
I I I · I I I

)T

2×(M−2)
, Ξ2 =

(
0 I
−I I

)

2×2
,(3.33c)

and for M = 2m and M = 2m + 1, respectively,

Ξ3 =

(
0 0 0 · 0 0 0
−I I −I · I −I I

)

2×(2m−2)
,

Ξ3 =

(
0 0 0 · 0 0 0
I −I I · I −I I

)

2×(2m−1)
;

(3.33d)
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note that the minus sign is alternating1. Then since the entries of Λ−1
0 are 0 or

±I blocks, the estimate (3.32) follows from (3.13).
To prove that the matrix Ξ(M) in (3.33) is indeed the inverse of the matrix Λ0,

we first consider the case M = 2m and use an induction on m (the case M = 2m+1
can be done similarly). For m = 1, we easily verify that Ξ(2) is the inverse of Λ0.
Suppose that for M = 2m, m ≥ 1, Ξ(M) is the inverse of Λ0. We then verify that
for M = 2(m + 1), Ξ(M) is the inverse of Λ0: indeed we rewrite Λ0 in (3.16) in the
form:

Λ0 = Λ(M) =




Λ(M − 2) Λ1

Λ3 Λ2




M×M

,(3.34)

where

Λ(M − 2) =




I −I
I 0 −I

I 0 ·
· · −I

I 0




(M−2)×(M−2)

,(3.35)

and

Λ1 =

(
0 0 0 · 0 0 −I
0 0 0 · 0 0 0

)T

2×(M−2)
,(3.36)

Λ2 =

(
0 −I
I 0

)

2×2
, Λ3 =

(
0 0 0 · 0 0 I
0 0 0 · 0 0 0

)

2×(M−2)
.(3.37)

Then by explicit calculations, we find that

Λ0Ξ(M) =




Λ(M − 2)Ξ(M − 2) + Λ1Ξ3 Λ(M − 2)Ξ1 + Λ1Ξ2

Λ3Ξ(M − 2) + Λ2Ξ3 Λ3Ξ1 + Λ2Ξ2




M×M

= Ĩ.(3.38)

Indeed, by our assumption, we find that Λ(M − 2)Ξ(M − 2) = Ĩ(M−2)×(M−2) and
the other entries are computed explicitly. ¤

Lemma 3.3. For a, b, uh as in (3.1)-(3.2), the following relations hold:

|uh|L2 ≤ κ(h1h2)1/2‖a‖2,(3.39a)

‖b‖2 ≤ κ(h1h2)1/2|f |L2 .(3.39b)

Proof. We easily verify that, by the compact supports of the elements φi and ψj ,

|uh|2L2 =
∫

Ω




M−1∑

i=0

N−1∑

j=1

aijφiψj




2

dΩ =
M−1∑

i=0

N−1∑

j=1

∑

k∈{i−1,i,i+1},
l∈{j−1,j,j+1}

aijakl·

·
∫ 1

0

φiφkdx

∫ 1

0

ψjψldy ≤ κh1h2

M−1∑

i=0

N−1∑

j=1

a2
ij ,

(3.40)

1For example, for m = 4,

Λ
−1
0 =




0 I 0 I 0 I 0 I

−I I 0 I 0 I 0 I

0 0 0 I 0 I 0 I

−I I −I I 0 I 0 I

0 0 0 0 0 I 0 I

−I I −I I −I I 0 I

0 0 0 0 0 0 0 I

−I I −I I −I I −I I




8×8

,




I 0 I 0 I 0 I 0 I

0 0 I 0 I 0 I 0 I

I −I I 0 I 0 I 0 I

0 0 0 0 I 0 I 0 I

I −I I −I I 0 I 0 I

0 0 0 0 0 0 I 0 I

I −I I −I I −I I 0 I

0 0 0 0 0 0 0 0 I

I −I I −I I −I I −I I




9×9

.
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and this is exactly (3.39a). To verify (3.39b), we notice that

b =

(∫

Ω01

fφ0ψ1dΩ, · · · ,

∫

Ωkl

fφkψldΩ, · · · ,

∫

ΩM−1,N−1

fφM−1ψN−1dΩ

)T

,

(3.41)

where the Ωkl are the compact supports of the elements φkψl, more precisely,

Ω0l = (0, h1)× ((l − 1)h2, (l + 1)h2) for k = 0,

Ωkl = ((k − 1)h1, (k + 1)h1)× ((l − 1)h2, (l + 1)h2) for k ≥ 1.

We then find by the Cauchy-Schwarz inequality that

‖b‖22 =
M−1∑

k=0

N−1∑

l=1

(∫

Ωkl

fφkψldΩ
)2

≤
M−1∑

k=0

N−1∑

l=1

∫

Ωkl

f2dΩ
∫

Ωkl

(φkψl)2dΩ ≤ κh1h2

∫

Ω

f2dΩ;

(3.42)

hence, (3.39b) follows. ¤
Using the estimate (3.31) and Lemma 3.3, we can directly deduce the following

theorem.

Theorem 3.1. Assume that (H0)-(H3) hold, that is [(2.6), (2.7), (3.19), (3.29)].
Let uh be the solution of problem (1.4) with (2.9). Then for any data f = f(x, y) ∈
L2(Ω) (not necessarily satisfying (2.1)), there exists a constant κ > 0 independent
of ε, h1, and h2 such that

|uh|L2(Ω) ≤ κ|f |L2(Ω).(3.43)

Remark 3.2. For a classical scheme not using a BLE, the stiffness matrix Γε is as
in (3.5a), after deleting the first row and the first column of the matrix in (3.5a).
Hence, since from (3.6), as ε → 0, Dε → 0, Eε → −A and Fε → A, it is obvious
that the system tends to a singular system. On the other hand, for the new scheme
(1.4) with (2.9), the entries Aε, Bε, and Cε in Γε stabilize our system as we have
seen in this section, i.e. the BLE φ0 absorbs the singularity due to the small ε of
the linear system (3.2).

3.2. Case κh2
2 ≤ ε ≤ κh2. If we assume that

(H4) κ2h
2
2 ≤ ε ≤ κh2, κ2 = 1/(2κ1),(3.44)

we easily see that we cannot derive (3.30) from (3.28). We will need some more deli-
cate analysis which we introduce in this section; in particular we need to investigate
more carefully the BLE φ0 introduced in (2.3).

To obtain the L2- stability in this range of values of ε, we will utilize quasi-
uniform elements, namely we assume

(H5)
√

2h1 ≤ h2 ≤ κh1;(3.45)

the
√

2 will be justified later; note that (H5)-(3.45) implies (H2)-(3.19).
We first derive in Lemma 3.4 below, a Poincaré-like inequality for any vBL

h . For
vh ∈ Vh, we write vh = vBL

h + vLI
h , where

vBL
h =

N−1∑

j=1

a0jφ0ψj , vLI
h =

M−1∑

i=1

N−1∑

j=1

aijφiψj ,(3.46)

and we have:
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Lemma 3.4. Assume only that (H0)-(2.6), (H1)-(2.7) hold. Then there exists a
positive constant κ independent of ε, h1, and h2 such that, for any vh ∈ Vh,

|vBL
h |L2(Ω) ≤ κε1/2h

1/2
1 |vh|H1(Ω).(3.47)

Proof. Firstly, we notice that Mh1 = Nh2 = 1, and due to the boundary conditions,

aM,l = ak,0 = ak,N = 0,(3.48)

and by explicit calculations,
∫ lh2

(l−1)h2

ψ2
l dy =

∫ lh2

(l−1)h2

ψ2
l−1dy = 2

∫ lh2

(l−1)h2

ψlψl−1dy =
h2

3
.(3.49)

We now derive the estimates (3.47) as follows. Taking into consideration the sup-
ports of the elements φk and ψl, we see that

∫

Ω

(
∂vh

∂x

)2

dΩ =
M∑

k=1

N∑

l=1

∫

Ω̃kl

(
∂vh

∂x

)2

dΩ =
M∑

k=1

N∑

l=1

∫

Ω̃kl

(
ψl

dφ̃k,l

dx
+ ψl−1

dφ̃k,l−1

dx

)2

dΩ,

(3.50)

where

Ω̃kl = ((k − 1)h1, kh1)× ((l − 1)h2, lh2),(3.51)

φ̃k,j = ak,jφk + ak−1,jφk−1, j = l, l − 1.(3.52)

We find from (3.49) that
∫

Ω̃kl

(
ψl

dφ̃k,l

dx
+ ψl−1

dφ̃k,l−1

dx

)2

dΩ

=
h2

3

∫ kh1

(k−1)h1





(
dφ̃k,l

dx

)2

+
dφ̃k,l

dx

dφ̃k,l−1

dx
+

(
dφ̃k,l−1

dx

)2


 dx

≥ Ikl + Ik,l−1, (using a2 + ab + b2 ≥ (a2 + b2)/2),

(3.53)

where

Ikj =
h2

6

∫ kh1

(k−1)h1

(
dφ̃k,l

dx

)2

dx, j = l, l − 1.(3.54)

For k = 1, since
∫ h1

0
(dφ0/dx)dx = φ0(h1)− φ0(0) = 0,

∫ h1

0

(
dφ̃1,l

dx

)2

dx =
a2
1,l

h1
+ a2

0,l

∫ h1

0

(
dφ0

dx

)2

dx ≥ a2
0,l

ξ1 − 2ε + h1

2h1ε
.(3.55)

We then notice from (H0)-(2.6) that

ξ1 = {4ε− (2ε + h1)e−h1/ε}e−h1/ε ≥ (4− 2ε− h1)εe−h1/ε ≥ 0,(3.56)

and thus using the fact that 2ε ≤ h1/2 from (H1)-(2.7) we find that

I1,l =
h2

6

∫ h1

0

(
dφ̃1,l

dx

)2

dx ≥ a2
0,lh2(−2ε + h1)

12h1ε
≥ a2

0,l

h2

24ε
.(3.57)

For k ≥ 2, we observe that

Ik,l =
h2

6

∫ kh1

(k−1)h1

(
dφ̃k,l

dx

)2

dx =
h2(ak,l − ak−1,l)2

6h1
.(3.58)
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Now using (3.50), (3.53), (3.57) and the positivity of the Ik,l, we find that
∫

Ω

(
∂vh

∂x

)2

dΩ ≥
M∑

k=1

N∑

l=1

{
Ikl + Ik,l−1

}
≥

N∑

l=1

I1,l ≥ h2

24ε

N∑

l=1

a2
0,l,(3.59)

and thus

h2

N−1∑

j=1

a2
0,j ≤ κε|vh|2H1 .(3.60)

Thanks to (H0)-(2.6), (H1)-(2.7), we easily verify that
∫ 1

0
φ2

0dx ≤ κh1 and we thus
have

|vBL
h |2L2 =

∫

Ω




N−1∑

j=1

a0jφ0ψj




2

dΩ =
N−1∑

j=1

∑

l∈{j−1,j,j+1}
a0ja0l·

·
∫ 1

0

ψjψldy

∫ 1

0

φ2
0dx ≤ κh1h2

N−1∑

j=1

a2
0j ≤ (by (3.60)) ≤ κh1ε|vh|2H1 ,

(3.61)

and the lemma follows. ¤
Remark 3.3. Later on we will use the following inequality: from (3.58) and (3.59)
with vh = uh, where uh is the solution of equation (1.4) with (2.9), we can write

h2

6h1

M∑

k=2

‖ak−1 − ak‖22 ≤
M∑

k=2

N∑

l=1

Ik,l ≤
∫

Ω

(
∂uh

∂x

)2

dΩ.(3.62)

We now estimate ‖a‖2 to obtain the upper bound of |uh|L2 as indicated in Lemma
3.3. For that purpose we write the system (3.2) in the more explicit form:

Aεa0 + Bεa1 = b0,(3.63a)

Cεa0 + Dεa1 + Eεa2 = b1,(3.63b)

Fεai−2 + Dεai−1 + Eεai = bi−1, for i = 3, · · · ,M − 1,(3.63c)

FεaM−2 + DεaM−1 = bM−1.(3.63d)

Using (3.5) and setting aM = 0, we rewrite (3.63c) and (3.63d): for k = 3, · · · ,M ,

(A + Ẽε)ak−2 + Dεak−1 + (−A + Ẽε)ak = bk−1.(3.64)

Taking the inner product of (3.64) with ak−1, using the symmetry of A and Ẽε, and
summing over k = i, · · · ,M , i ≥ 3, we find after some elementary calculations:

< (A + Ẽε)ai−2,ai−1 > +J =
M∑

k=i

< bk−1,ak−1 >,(3.65a)

where

J =
M−1∑

k=i

< 2Ẽεak−1,ak > +
M∑

k=i

< Dεak−1,ak−1 > .(3.65b)

We then claim that J ≥ 0. We firstly notice that 2Ẽε + Dε = εh1/h2U, and thanks
to the Gershgorin circle theorem, we find that the eigenvalues of U are nonnegative.
Hence, < Uak−1,ak−1 > ≥ 0, and

J ≥ −2
M−1∑

k=i

< Gak−1,ak > +2
M∑

k=i

< Gak−1,ak−1 >,(3.66)
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where G = −Ẽε. The quasi-uniform mesh hypothesis shows that G is positive
semidefinite. Indeed, from (3.5f), we have G = −Ẽε = ε (h2/6h1) S− ε (h1/6h2)U.
Then its Gershgorin discs belong to

G =
{

z ∈ C;
∣∣∣∣z −

ε

3

(
2h2

h1
− h1

h2

)∣∣∣∣ ≤
ε

3

(
h2

h1
+

h1

h2

)}
.(3.67)

From (H5)-(3.45) we find that h2/h1 − 2h1/h2 ≥ 0 which guarantees that the
Gershgorin discs belong to C with nonnegative real parts. Since G is symmetric
and thus its eigenvalues are real numbers, all eigenvalues of G are nonnegative. By
the spectral property of G, we then write < Gξ, η >=< G1/2ξ,G1/2η > and hence
we rewrite (3.66):

J ≥
M−1∑

k=i

‖G1/2ak−1 −G1/2ak‖22+ < Gai−1,ai−1 > + < GaM−1,aM−1 >≥ 0.

(3.68)

Hence from (3.65) we find that

< (A + Ẽε)ai−2,ai−1 > ≤
M∑

k=i

< bk−1,ak−1 > .(3.69)

Since < Uξ, ξ >≥ 0 and < Sξ, ξ >≥ 2‖ξ‖22, we find that by (H1)-(2.7)

< (A + Ẽε)ξ, ξ >=
h2

12

(
1− 2ε

h1

)
< Sξ, ξ > +ε

h1

6h1
< Uξ, ξ >≥ h2

12
‖ξ‖22,(3.70)

and from (3.69) and the fact that ‖A + Ẽε‖2 ≤ κh2 we find

h2

12
‖ai−2‖22 ≤< (A + Ẽε)ai−2,ai−2 >

≤
M∑

k=i

< bk−1,ak−1 > + < (A + Ẽε)ai−2,ai−2 − ai−1 >

≤ ‖a‖2‖b‖2 +
h2

24
‖ai−2‖22 + κh2‖ai−2 − ai−1‖22.

(3.71)

Hence, summing (3.71) over i = 3 to M + 1 and multiplying by 24h1, we find that

h1h2

M+1∑

i=3

‖ai−2‖22 ≤ κh1M‖a‖2‖b‖2 + κh1h2

M+1∑

i=3

‖ai−2 − ai−1‖22.(3.72)

Thanks to (3.60), adding to (3.72) h1h2‖a0‖22 ≤ κh1ε|uh|2H1 , and since |uh|2H1 ≤
ε−1|f |L2 |uh|L2 by letting v = uh in (1.4), we find that

h1h2‖a‖22 ≤ κ‖a‖2‖b‖2 + κh1ε|uh|2H1 + κh1h2

M+1∑

i=3

‖ai−2 − ai−1‖22

≤ (by (3.62)) ≤ κ‖a‖2‖b‖2 + κ(h2
1 + h1ε)|uh|2H1

≤ (by (3.44), (3.45)) ≤ κ‖a‖2‖b‖2 + κ|f |L2 |uh|L2 .

(3.73)

Hence from Lemma 3.3 valid in all cases:

|uh|2L2 ≤ h1h2‖a‖22 ≤ κh−1
1 h−1

2 ‖b‖22 + κ|f |L2 |uh|L2 ≤ κ|f |2L2 + κ|f |L2 |uh|L2 .

By the Cauchy-Schwarz inequality, we thus deduce the following theorem.
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Theorem 3.2. Assume that the hypotheses (H0)-(H1), (H4)-(H5) hold, that is
[(2.6), (2.7), (3.44), (3.45)]. Let uh be the solution of problem (1.4) with (2.9).
Then for any data f = f(x, y) ∈ L2(Ω) (not necessarily satisfying (2.1)), there
exists a constant κ > 0 independent of ε, h1, and h2 such that

|uh|L2(Ω) ≤ κ|f |L2(Ω).(3.74)

Remark 3.4. For the problem (1.1a) with different boundary conditions, e.g. u = 0
at x = 0, 1 and ∂u/∂y = 0 at y = 0, 1, or u = 0 at x = 0, 1 and u(x, y) = u(x, y+1),
which lead to a slight change of each block Aε to Fε, we can similarly verify Theorem
3.1 - 3.2.

4. H1- and L2- Approximation Errors

The following Theorem 4.1 - 4.2 give the H1 and L2- behavior of the convergence
errors for the approximate solutions.

Theorem 4.1 (H1- error). Assume only that (H0)-(2.6), (H1)-(2.7) hold. Let
u = uε be the exact solution of (1.3), and uh the solution of (1.4) with (2.9), and
let f be smooth on Ω̄ satisfying (2.1). Then

|u− uh|H1(Ω) ≤ κ(h + h2ε−1).(4.1)

Proof. Subtracting (1.4) from (1.3), we find

aε(u− uh, vh) = 0 for all vh ∈ Vh,(4.2)

and thus for an interpolant ũh ∈ Vh, aε(u − uh, u − uh) = aε(u − uh, u − ũh). We
thus find by the Cauchy-Schwarz inequality that

|u− uh|H1 ≤ κ|u− ũh|H1 + κε−1|u− ũh|L2 .(4.3)

Hence (4.1) follows from the interpolation inequalities as in Lemma 2.3. ¤

Theorem 4.2 (L2- error). Assume only that (H0)-(2.6), (H1)-(2.7) hold. Let
u = uε be the exact solution of (1.3), and uh the solution of (1.4) with (2.9), and
let f be smooth on Ω̄ satisfying (2.1). Then there exist positive constants λ and κ
independent of ε, h1, h2 such that

|u− uh|L2(Ω) ≤ κ

{
h + h2

2ε
−1/2 if ε ≤ λh2

2, h2 ≤ κh1,
h if λh2

2 ≤ ε ≤ κh2,
√

2h1 ≤ h2 ≤ κh1.
(4.4)

Proof. Set λ = 1/(2κ1) = κ2, where κ1, κ2 are as in (H3)-(3.29), (H4)-(3.44). From
(4.2), we have for all vh ∈ Vh,

aε(uh − ũh, vh) = aε(u− ũh, vh) = ε((u− ũh, vh))− ((u− ũh)x, vh).(4.5)

By the uniqueness of solutions, we can decompose uh − ũh as:

uh − ũh = v1
h + v2

h,(4.6a)

aε(v1
h, vh) = ε((u− ũh, vh)), ∀vh ∈ Vh,(4.6b)

aε(v2
h, vh) = −((u− ũh)x, vh), ∀vh ∈ Vh.(4.6c)

From equation (4.6b) with vh = v1
h, we then easily find that

|v1
h|H1 ≤ |u− ũh|H1 .(4.7)

If ε ≤ λh2
2, h2 ≤ κh1, then from Theorem 3.1 applied to equation (4.6c) with

f = −(u− ũh)x, we find

|v2
h|L2 ≤ κ|f |L2 ≤ κ|u− ũh|H1 .(4.8)
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The first estimate in (4.4) follows from the interpolation inequality (2.10b) observ-
ing that due to the Poincaré inequality, (4.6), (4.7) and (4.8), we have

|u− uh|L2 ≤ |u− ũh|L2 + |uh − ũh|L2

≤ |u− ũh|L2 + κ|v1
h|H1 + |v2

h|L2 ≤ κ|u− ũh|H1 .
(4.9)

If λh2
2 ≤ ε ≤ κh2,

√
2h1 ≤ h2 ≤ κh1, i.e. quasi-uniform elements. The second

estimate in (4.4) similarly follows from Theorem 3.2 with f = −(u− ũh)x applied
to equation (4.6c) again:

|u− uh|L2 ≤ κ|u− ũh|H1 ≤ κ(h + h2
2ε
−1/2) ≤ κh.(4.10)

¤

Remark 4.1. From Theorem 4.1 and Theorem 4.2, we find that for the new scheme
(1.4) with (2.9) to be effective, we should require the space mesh to be of order
h = o(ε1/2) in the H1 approximation and of order h1 small, h2 = o(ε1/4) in the L2

approximation (thus o(ε1/4) in the weighted norm ‖ · ‖ε). These mesh restrictions
come from the approximation errors in y due to gε(y) which appeared in (2.2) un-
like the one dimensional example (1.7). To relax these restrictions, we can employ
higher order polynomials, or to remove the restrictions, we might need a finite el-
ement space slightly different from the Vh as in (2.9) which will appear elsewhere.
Extensive numerical simulations for (1.1) (with various boundary conditions) ap-
pear in [13] - [16] and elsewhere.
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