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#### Abstract

The solution of boundary value problems (BVP) for fourth order differential equations by their reduction to BVP for second order equations, with the aim to use the available efficient algorithms for the latter ones, attracts attention from many researchers. In this paper, using the technique developed by the authors in recent works we construct iterative method for a problem with complicated mixed boundary conditions for biharmonic equation which is originated from nanofluidic physics. The convergence rate of the method is proved and some numerical experiments are performed for testing its dependence on a parameter appearing in boundary conditions and on the position of the point where a transmission of boundary conditions occurs.
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## 1 Introduction

The solution of fourth order differential equations by their reduction to BVP for the second order equations, with the aim of using available efficient algorithms for the latter ones, attracts attention from many researchers. Namely, for the biharmonic equation with the Dirichlet boundary condition, there has been intensive investigation on the iterative method, which leads the problem to two problems for the Poisson equation at each iteration (see, e.g., [8,9,11]). In 1992, Abramov and Ulijanova [1] proposed an iterative method for the Dirichlet problem for the biharmonic type equation, but the convergence of the method is not proved. In our previous works $[3,4,6,7]$ with the help of boundary or mixed boundary-domain operators introduced appropriately,

[^0]we constructed iterative methods for biharmonic and biharmonic type equations associated with the Dirichlet, Neumann or simple type of mixed boundary conditions. These iterative methods are originated from our earlier works [2,5].

In this work we develop our technique for a problem with rather complicated mixed conditions for biharmonic equation, namely, we consider the following problem

$$
\begin{array}{ll}
\Delta^{2} u=f, & \text { in } \Omega, \\
\frac{\partial u}{\partial x}=g_{1}, & \frac{\partial \Delta u}{\partial x}=g_{2}, \\
u=g_{3}, & \frac{\partial u}{\partial y}+b \Delta u=g_{4}, \\
\text { on } \Gamma_{1}, \\
\frac{\partial u}{\partial x}=\Gamma_{5}, & \frac{\partial \Delta u}{\partial x}=g_{6}, \\
u=g_{7}, & \text { on } \Gamma_{3}, \\
\frac{\partial u}{\partial y}-b \Delta u=g_{8}, & \text { on } \Gamma_{4} \cup \Gamma_{5},  \tag{1.1g}\\
\Delta u=g_{9}, & \text { on } \Gamma_{4,}, \\
\text { un } \Gamma_{5},
\end{array}
$$

where $\Omega$ is the rectangle $\left(0, l_{1}\right) \times\left(0, l_{2}\right)$, and $\Gamma_{1}, \cdots, \Gamma_{5}$ are parts of the boundary $\Gamma=\partial \Omega$ as shown in Fig. 1, $\Delta$ is the Laplace operator, $f$ and $g_{i}(i=1, \cdots, 9)$ are functions given in $\Omega$ and on parts of the boundary $\Gamma$, respectively, $b=$ const $\geq 0$.

This problem with special right hand sides in equation and boundary conditions describes the slip behaviour in liquid films on surfaces of partterned wettability (see [12]). For the problem in general setting (1.1), we propose an iterative method which reduces it to a sequence of problems for the Poisson equation. The convergence of the method will be established and the numerical experiments will confirm the efficiency of the method under investigation.


Figure 1: Domain $\Omega$ and parts of its boundary.

## 2 Reduction of the problem to an operator equation

As usual, we set

$$
\begin{equation*}
\Delta u=v,\left.\quad v\right|_{\Gamma_{2}}=g,\left.\quad v\right|_{\Gamma_{4}}=h \tag{2.1}
\end{equation*}
$$

Then the problem (1.1) is decomposed into two consecutive problems

$$
\begin{align*}
& \Delta v=f,  \tag{2.2a}\\
& \frac{\partial v}{\partial x}= \begin{cases}g_{2}, & \text { in } \Omega \\
g_{6}, & \text { on } \Gamma_{1},\end{cases}  \tag{2.2b}\\
& v= \begin{cases}g, & \text { on } \Gamma_{3}, \\
h, & \text { on } \Gamma_{4} \\
g_{9}, & \text { on } \Gamma_{5},\end{cases} \tag{2.2c}
\end{align*}
$$

and

$$
\begin{align*}
& \Delta u=v,  \tag{2.3a}\\
& \frac{\partial u}{\partial x}= \begin{cases}g_{1}, & \text { in } \Omega, \\
g_{5}, & \text { on } \Gamma_{1},\end{cases}  \tag{2.3b}\\
& u= \begin{cases}g_{3}, & \text { on } \Gamma_{3}, \\
g_{7}, & \text { on } \Gamma_{4} \cup \Gamma_{5} .\end{cases} \tag{2.3c}
\end{align*}
$$

It should be noticed that the solution $v$ of Problem (2.2) and consequently the solution $u$ of Problem (2.3) depends on the temporarily unknown boundary functions $g$ and $h$. For determining these functions we shall use two remaining conditions in (1.1c) and (1.1f), which may be rewritten in the form

$$
\begin{equation*}
\frac{\partial u}{\partial v}+b \Delta u=\varphi, \quad \text { on } \Gamma_{2} \cup \Gamma_{4} \tag{2.4}
\end{equation*}
$$

Here, $v$ denotes the unit outward normal to the boundary $\Gamma$ and

$$
\varphi= \begin{cases}g_{4}, & \text { on } \Gamma_{2}  \tag{2.5}\\ -g_{8}, & \text { on } \Gamma_{4}\end{cases}
$$

Taking into account (2.1) and denoting the trace of the function $v$ on $\Gamma_{2} \cup \Gamma_{4}$ by $v_{0}$, that is,

$$
v_{0}=\left\{\begin{array}{lc}
g, & \text { on } \Gamma_{2} \\
h, & \text { on } \Gamma_{4}
\end{array}\right.
$$

we rewrite (2.4) in the form

$$
\begin{equation*}
\frac{\partial u\left(v_{0}\right)}{\partial v}+b v_{0}=\varphi, \quad \text { on } \Gamma_{2} \cup \Gamma_{4} . \tag{2.6}
\end{equation*}
$$

Now we shall represent the above equality in the form of an operator equation. For this purpose let us introduce an operator $S$ acting on the functions $v_{0}$ defined on $\Gamma_{2} \cup$ $\Gamma_{4}$ by the formula

$$
\begin{equation*}
S v_{0}=\left.\frac{\partial u}{\partial v}\right|_{\Gamma_{2} \cup \Gamma_{4}}, \tag{2.7}
\end{equation*}
$$

where $u$ is the function found from the problems

$$
\begin{array}{ll}
\Delta v=0, & \text { in } \Omega, \\
\frac{\partial v}{\partial v}=0, & \text { on } \Gamma_{1} \cup \Gamma_{3}, \\
v= \begin{cases}v_{0}, & \text { on } \Gamma_{2} \cup \Gamma_{4}, \\
0, & \text { on } \Gamma_{5},\end{cases} \tag{2.8c}
\end{array}
$$

and

$$
\begin{array}{ll}
\Delta u=v, & \text { in } \Omega, \\
\frac{\partial u}{\partial v}=0, & \text { on } \Gamma_{1} \cup \Gamma_{3}, \\
u=0, & \text { on } \Gamma_{2} \cup \Gamma_{4} \cup \Gamma_{5} . \tag{2.9c}
\end{array}
$$

In order to investigate properties of the operator $S$ we introduce the space $H=L^{2}\left(\Gamma_{2} \cup\right.$ $\Gamma_{4}$ ) with the scalar product

$$
\left(v_{0}, \widetilde{v}_{0}\right)=\int_{\Gamma_{2} \cup \Gamma_{4}} v_{0}, \widetilde{v}_{0} d \Gamma, \quad v_{0}, \widetilde{v}_{0} \in H,
$$

and the norm $\left\|v_{0}\right\|=\sqrt{\left(v_{0}, v_{0}\right)}$.
Let $\widetilde{u}$ and $\widetilde{v}$ be the solutions of Problem (2.8) and Problem (2.9) corresponding to $\widetilde{v_{0}}$, respectively.
Property 1. S is a symmetric and positive operator in $H$.
Proof. Let $v_{0}$ and $\widetilde{v}_{0}$ be two functions in $H$ such that $S v_{0}$ and $S \widetilde{v}_{0}$ belong $H$, too. Consider

$$
\begin{equation*}
J=\left(S v_{0}, \widetilde{v}_{0}\right)=\int_{\Gamma_{2} \cup \Gamma_{4}} \frac{\partial u}{\partial v} \cdot \widetilde{v} d \Gamma . \tag{2.10}
\end{equation*}
$$

Since

$$
\frac{\partial u}{\partial v}=0, \quad \text { on } \Gamma_{1} \cup \Gamma_{3}, \quad(\text { see (2.9)), }
$$

and

$$
\widetilde{v}=0, \quad \text { on } \Gamma_{5}, \quad\left(\text { see }(2.8) \text { corresponding to } \widetilde{v}_{0}\right),
$$

from (2.10) we obtain

$$
J=\int_{\Gamma} \frac{\partial u}{\partial v} \widetilde{v} d \Gamma
$$

Due to

$$
u=0, \quad \text { on } \Gamma_{2} \cup \Gamma_{4} \cup \Gamma_{5}, \quad(\text { see (2.9) }),
$$

and

$$
\frac{\partial \widetilde{v}}{\partial \nu}=0, \quad \text { on } \Gamma_{1} \cup \Gamma_{3}, \quad\left(\text { see }(2.8) \text { corresponding to } \widetilde{v}_{0}\right),
$$

we have

$$
\int_{\Gamma} u \frac{\partial \widetilde{v}}{\partial \nu} d \Gamma=0 .
$$

Therefore, we can write

$$
J=\int_{\Gamma}\left(\frac{\partial u}{\partial v} \widetilde{v}-u \frac{\partial \widetilde{v}}{\partial v}\right) d \Gamma .
$$

Using the Green formula we get

$$
J=\int_{\Omega}(\widetilde{v} \Delta u-u \Delta \widetilde{v}) d \Omega
$$

Now, taking into account that $\Delta \widetilde{v}=0$ and $\Delta u=v$, we have

$$
J=\int_{\Omega} \widetilde{v} . v d \Omega
$$

Thus,

$$
\begin{equation*}
\left(S v_{0}, \widetilde{v}_{0}\right)=\int_{\Omega} v \cdot \widetilde{v} d \Omega \tag{2.11}
\end{equation*}
$$

and the symmetry of $S$ is proved. Next, from (2.11) we have

$$
\begin{equation*}
\left(S v_{0}, v_{0}\right)=\int_{\Omega} v^{2} \cdot d \Omega \geqslant 0 \tag{2.12}
\end{equation*}
$$

Let $\left(S v_{0}, v_{0}\right)=0$. Then from (2.12), it follows $v \equiv 0$ in $\Omega$. Consequently, $\left.v\right|_{\Gamma}=0$ and in particular $\left.v\right|_{\Gamma_{2} \cup \Gamma_{4}}=0$, i.e, $v_{0}=0$. This proves the positivity of $S$.

Property 2. $S$ is compact operator in $H$.
Proof. This property can follow from the theory of elliptic problems and embedding theorems (see [10]). Namely, if $v_{0} \in H^{s}\left(\Gamma_{2} \cup \Gamma_{4}\right)(s \geq 0)$ then the solution of Problem (2.8) $v \in H^{s+1 / 2}(\Omega)$, and hence, Problem (2.9) has a solution $u \in H^{s+5 / 2}(\Omega)$. Therefore, by the embedding theorem we have

$$
\left.\frac{\partial u}{\partial v}\right|_{\Gamma_{2} \cup \Gamma_{4}} \in H^{s+1}\left(\Gamma_{2} \cup \Gamma_{4}\right) .
$$

So, the operator $S$ maps $H^{s}\left(\Gamma_{2} \cup \Gamma_{4}\right)$ into $H^{s+1}\left(\Gamma_{2} \cup \Gamma_{4}\right)$ and consequently, is compact due to the compactness of the embedding of $H^{s}\left(\Gamma_{2} \cup \Gamma_{4}\right)$ into $H^{s+1}\left(\Gamma_{2} \cup \Gamma_{4}\right)$.

Now, we return to Problems (2.2) and (2.3). Represent their solutions in the form

$$
v=\bar{v}+\widehat{v}, \quad u=\bar{u}+\widehat{u},
$$

where $\bar{v}, \bar{u}$ are the solutions of Problems (2.8), (2.9), and $\widehat{v}, \widehat{u}$ are the solutions of Problems

$$
\begin{align*}
& \Delta \widehat{v}=f,  \tag{2.13a}\\
& \frac{\partial \widehat{v}}{\partial x}= \begin{cases}g_{2}, & \text { in } \Omega, \\
g_{6}, & \text { on } \Gamma_{1},\end{cases}  \tag{2.13b}\\
& \widehat{v}= \begin{cases}0, & \text { on } \Gamma_{2} \cup \Gamma_{4}, \\
g_{9}, & \text { on } \Gamma_{5},\end{cases} \tag{2.13c}
\end{align*}
$$

and

$$
\begin{align*}
& \Delta \widehat{u}=\widehat{v},  \tag{2.14a}\\
& \frac{\partial \widehat{u}}{\partial x}= \begin{cases}g_{1}, & \text { in } \Omega, \\
g_{5}, & \text { on } \Gamma_{1},\end{cases}  \tag{2.14b}\\
& \widehat{u}= \begin{cases}g_{3}, & \text { on } \Gamma_{2}, \\
g_{7}, & \text { on } \Gamma_{4} \cup \Gamma_{5} .\end{cases} \tag{2.14c}
\end{align*}
$$

Then from the definition of $S$ we have

$$
S v_{0}=\left.\frac{\partial \bar{u}}{\partial v}\right|_{\Gamma_{2} \cup \Gamma_{4}} .
$$

Since

$$
\frac{\partial u}{\partial v}=\frac{\partial \bar{u}}{\partial v}+\frac{\partial \widehat{u}}{\partial v}=S v_{0}+\frac{\partial \widehat{u}}{\partial v},
$$

from (2.6) we obtain the equation

$$
\begin{equation*}
S v_{0}+b v_{0}=\psi, \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=\varphi-\frac{\partial \widehat{u}}{\partial \nu}, \quad \text { on } \Gamma_{2} \cup \Gamma_{4} . \tag{2.16}
\end{equation*}
$$

Thus, we have obtained Eq. (2.15) for determining the unknown boundary function $v_{0}$ on $\Gamma_{2} \cup \Gamma_{4}$.

## 3 Iterative method

Set

$$
\begin{equation*}
B=S+b I, \tag{3.1}
\end{equation*}
$$

where $I$ is the identity operator. Then Eq. (2.15) can be rewritten in the form

$$
\begin{equation*}
B v_{0}=\psi . \tag{3.2}
\end{equation*}
$$

Since the operator $S$ is proved to be symmetric, positive and compact in the space $H$, operator $B$ is also symmetric, positive and

$$
\begin{equation*}
b I<B \leq(\|S\|+b) I . \tag{3.3}
\end{equation*}
$$

Consider the following iterative scheme

$$
\begin{align*}
& \frac{v_{0}^{(k+1)}-v_{0}^{(k)}}{\tau}+B v_{0}^{(k)}=\psi, \quad k=0,1, \ldots  \tag{3.4}\\
& v_{0} \text { is given. }
\end{align*}
$$

Theorem 3.1. The iterative scheme (3.4) is realized by the following process:
i) Given $v_{0}^{(0)}$, for example, $v_{0}^{(0)}=0$ on $\Gamma_{2} \cup \Gamma_{4}$.
ii) Knowing $v_{0}^{(k)}(k=0,1, \ldots)$ solve consecutively two problems

$$
\begin{align*}
& \Delta v^{(k)}=f,  \tag{3.5a}\\
& \frac{\partial v^{(k)}}{\partial x}= \begin{cases}g_{2}, & \text { in } \Omega, \\
g_{6}, & \text { on } \Gamma_{3},\end{cases}  \tag{3.5b}\\
& v^{(k)}= \begin{cases}v_{0}^{(k)}, & \text { on } \Gamma_{2} \cup \Gamma_{4}, \\
g_{9}, & \text { on } \Gamma_{5} .\end{cases} \tag{3.5c}
\end{align*}
$$

and

$$
\begin{align*}
& \Delta u^{(k)}=v^{(k)},  \tag{3.6a}\\
& \frac{\partial u^{(k)} \Omega,}{\partial x}= \begin{cases}g_{1}, & \text { on } \Gamma_{1}, \\
g_{5}, & \text { on } \Gamma_{3},\end{cases}  \tag{3.6b}\\
& u^{(k)}= \begin{cases}g_{3}, & \text { on } \Gamma_{2}, \\
g_{7}, & \text { on } \Gamma_{4} \cup \Gamma_{5} .\end{cases} \tag{3.6c}
\end{align*}
$$

iii) Update the new approximation by

$$
\begin{equation*}
v_{0}^{(k+1)}=v_{0}^{(k)}+\tau\left(\varphi-\frac{\partial u^{(k)}}{\partial v}-b v_{0}^{(k)}\right), \quad \text { on } \Gamma_{2} \cup \Gamma_{4} . \tag{3.7}
\end{equation*}
$$

Proof. Putting $v^{(k)}=\widehat{v}+\bar{v}^{(k)}, u^{(k)}=\widehat{u}+\bar{u}^{(k)}$, where $\widehat{v}$, and $\widehat{u}$ are the solution of (2.13) and (2.14), respectively, we obtain that $\bar{v}^{(k)}, \bar{u}^{(k)}$ satisfy the following problems

$$
\begin{array}{ll}
\Delta \bar{v}^{(k)}=0, & \text { in } \Omega, \\
\frac{\partial \bar{v}^{(k)}}{\partial v}=0, & \text { on } \Gamma_{1} \cup \Gamma_{3},  \tag{3.8b}\\
\bar{v}^{(k)}= \begin{cases}v_{0}^{(k)}, & \text { on } \Gamma_{2} \cup \Gamma_{4}, \\
0, & \text { on } \Gamma_{5} .\end{cases}
\end{array}
$$

$$
\begin{array}{ll}
\Delta \bar{u}^{(k)}=\bar{v}^{(k)}, & \text { in } \Omega, \\
\frac{\partial \bar{u}^{(k)}}{\partial v}=0, & \text { on } \Gamma_{1} \cup \Gamma_{3},  \tag{3.9b}\\
\bar{u}^{(k)}=0, & \text { on } \Gamma_{2} \cup \Gamma_{4} \cup \Gamma_{5} .
\end{array}
$$

Consequently, it is easy to see that

$$
S v_{0}^{(k)}=\left.\frac{\partial \bar{u}^{(k)}}{\partial v}\right|_{\Gamma_{2} \cup \Gamma_{4}}
$$

Since

$$
\frac{\partial u^{(k)}}{\partial v}=\frac{\partial \widehat{u}}{\partial v}+\frac{\partial \bar{u}^{(k)}}{\partial v}
$$

we have

$$
\frac{\partial u^{(k)}}{\partial v}=S v_{0}^{(k)}+\frac{\partial \widehat{u}}{\partial \nu^{\prime}} \quad \text { on } \Gamma_{2} \cup \Gamma_{4} .
$$

Substituting this formula into (3.7) we obtain

$$
v_{0}^{(k+1)}=v_{0}^{(k)}+\tau\left(\varphi-\frac{\partial \widehat{u}}{\partial v}-S v_{0}^{(k)}-b v_{0}^{(k)}\right) .
$$

Taking into account (2.16) and (3.1) we have

$$
v_{0}^{(k+1)}=v_{0}^{(k)}+\tau\left(\psi-B v_{0}^{(k)}\right) .
$$

This is an another form of iterative scheme (3.4). Thus, the theorem is proved.
Before stating the result on convergence of the iterative process (3.5)-(3.7) we assume that the data functions of the original problem (1.1a)-(1.1g) are sufficiently smooth and this problem has a unique solution which also is sufficiently smooth.

In the case if $b>0$ we have the following theorem of the convergence of the iterative scheme (3.4).

Theorem 3.2. Let $b>0$ and let $u$ be the solution of the original problem (1.1a)-(1.1g). Then the iterative scheme (3.4) (or equivalently, the iterative process (3.5)-(3.7) converges if

$$
\begin{equation*}
0<\tau<\frac{2}{\|S\|+b} \tag{3.10}
\end{equation*}
$$

In the case if

$$
\begin{equation*}
\tau=\frac{1}{\|S\| / 2+b} \tag{3.11}
\end{equation*}
$$

there holds the estimate

$$
\begin{equation*}
\left\|u^{(k)}-u\right\|_{H^{5 / 2}(\Omega)} \leqslant C \rho^{k}, \quad k=1,2, \ldots \tag{3.12}
\end{equation*}
$$

where $C$ is a positive constant, and

$$
\begin{equation*}
\rho=\frac{1-\xi}{1+\xi}, \quad \xi=\frac{b}{b+\|S\|} \tag{3.13}
\end{equation*}
$$

Proof. The convergence of the iterative scheme (3.4) under the condition (3.10) follows directly from the theory of two-layer iterative scheme [13] applied to Eq. (3.2). Besides, if $\tau$ is chosen by the formula (3.11) then according to this theory we have

$$
\left\|v_{0}^{(k)}-v_{0}\right\| \leqslant \rho^{k}\left\|v_{0}^{(0)}-v_{0}\right\| .
$$

In view of this estimate in combination with the estimate

$$
\left\|v^{(k)}-v\right\|_{H^{1 / 2}(\Omega)} \leq C_{1}\left\|v_{0}^{(k)}-v_{0}\right\|
$$

for the solution of the problem

$$
\begin{align*}
& \Delta\left(v^{(k)}-v\right)=0,  \tag{3.14a}\\
& \frac{\partial}{\partial x}\left(v^{(k)}-v\right)=0,  \tag{3.14b}\\
& v^{(k)}-v= \begin{cases}v_{0}^{(k)}-v_{0}, & \text { on } \Gamma_{2} \cup \Gamma_{4}, \\
0, & \text { on } \Gamma_{5},\end{cases} \tag{3.14c}
\end{align*}
$$

and the estimate

$$
\left\|u^{(k)}-u\right\|_{H^{5 / 2}(\Omega)} \leq C_{2}\left\|v^{(k)}-v\right\|_{H^{1 / 2}(\Omega)}
$$

for the solution of

$$
\begin{array}{ll}
\Delta\left(u^{(k)}-u\right)=v^{(k)}-v, & \text { in } \Omega, \\
\frac{\partial}{\partial x}\left(u^{(k)}-u\right)=0, & \text { in } \Gamma_{1} \cup \Gamma_{3}, \\
u^{(k)}-u=0, & \text { on } \Gamma_{2} \cup \Gamma_{4} \cup \Gamma_{5}, \tag{3.15c}
\end{array}
$$

which follows from the general theory of elliptic problems [10], we obtain the estimate (3.12) with $C=C_{1} C_{2}\left\|v_{0}^{(0)}-v_{0}\right\|$. Here $C_{1}$ and $C_{2}$ are positive constants.

Now consider the case $b=0$. In this case the convergence of the iterative scheme (3.4) is guaranteed by Lemma A. 1 in Appendix A. due to the compactness and positivity of the operator $S$ but we can not get any estimate for the error of approximate solution.

## 4 Numerical examples and discussion

We performed some experiments in MATLAB for testing the convergence of the iterative process (3.5)-(3.7) in dependence on the parameter $b$ appearing in the boundary
conditions (1.1c) and (1.1f), which later appears in Eq. (2.15) and in dependence on the position of the point $a$, where transmission of boundary conditions on $\Gamma_{4}$ and $\Gamma_{5}$ occurs. In the examples considered below the computational domain is the unit square, i.e, $l_{1}=l_{2}=1$, with uniform grids including $65 \times 65$ and $129 \times 129$ nodes. The mixed BVP for the Poisson equation (3.5), (3.6) is discretized by difference scheme of second order approximation (see Appendix B). After that the obtained system of difference equations is solved by the method of complete reduction [14]. For computing the normal derivative in (3.7) we also use a formula of second order error. Since the calculation or the estimation of $\|S\|$ is difficult, we can not choose optimal iterative parameter $\tau$ by the formula (3.10). Instead of this, by experiments we observe that the value

$$
\tau^{*}=\frac{1}{b+0.4}
$$

is best in comparison with some other values of $\tau$.
Below we report the results of computation for several examples, where we first take exact solution $u(x, y)$, calculate its corresponding boundary conditions, and afterwards perform iterative process (3.5)-(3.7) until

$$
\left\|u^{(k+1)}-u^{(k)}\right\|_{\infty}<h^{2},
$$

$h$ being the stepsize of the grid.
Example 1 We take

$$
u=x e^{y}+y e^{x}, \quad h=\frac{1}{64} .
$$

We have $h^{2} \approx 2.44 \times 10^{-4}$. The results of computation for the cases $a=1 / 2$ and $a=3 / 4$ are given in Table 1, where $K$ is the number of iterations, error $=\left\|u^{(k)}-u\right\|_{\infty}$.

For $a=1 / 4$ and some other values of $a$ the result of convergence of the iterative process (3.5)-(3.7) is only slightly different from the above table.

Table 1: Convergence of the iterative scheme in Example 1 on grid $65 \times 65$.

| $b$ | $a=1 / 2$ |  | $a=3 / 4$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $K$ | error | $K$ | error |
| 2 | 4 | $1.12 \mathrm{e}-5$ | 4 | $1.18 \mathrm{e}-5$ |
| 1 | 4 | $2.89 \mathrm{e}-5$ | 4 | $3.21 \mathrm{e}-5$ |
| 0.5 | 5 | $5.58 \mathrm{e}-5$ | 5 | $5.60 \mathrm{e}-5$ |
| 0.2 | 7 | $9.10 \mathrm{e}-5$ | 6 | $1.93 \mathrm{e}-4$ |
| 0.1 | 8 | $1.83 \mathrm{e}-4$ | 7 | $3.29 \mathrm{e}-4$ |
| 0.05 | 9 | $2.63 \mathrm{e}-4$ | 9 | $2.63 \mathrm{e}-4$ |
| 0.02 | 10 | $3.27 \mathrm{e}-4$ | 9 | $5.11 \mathrm{e}-4$ |
| 0.01 | 10 | $4.17 \mathrm{e}-4$ | 10 | $4.41 \mathrm{e}-4$ |
| 0.005 | 10 | $4.27 \mathrm{e}-4$ | 10 | $4.98 \mathrm{e}-4$ |
| 0.002 | 10 | $5.08 \mathrm{e}-4$ | 10 | $5.37 \mathrm{e}-4$ |
| 0.001 | 10 | $5.21 \mathrm{e}-4$ | 10 | $5.50 \mathrm{e}-4$ |
| 0 | 10 | $5.34 \mathrm{e}-4$ | 10 | $5.64 \mathrm{e}-4$ |

Table 2: Convergence of the iterative scheme in Example 1 on grid $129 \times 129$.

| $b$ | $K$ | error |
| :--- | :---: | :---: |
| 2 | 4 | $3.99 \mathrm{e}-6$ |
| 1 | 5 | $5.21 \mathrm{e}-6$ |
| 0.5 | 6 | $1.68 \mathrm{e}-5$ |
| 0.2 | 8 | $4.20 \mathrm{e}-5$ |
| 0.1 | 10 | $5.65 \mathrm{e}-5$ |
| 0.05 | 12 | $6.67 \mathrm{e}-5$ |
| 0.02 | 13 | $1.13 \mathrm{e}-4$ |
| 0.01 | 13 | $1.56 \mathrm{e}-4$ |
| 0.005 | 14 | $1.63 \mathrm{e}-4$ |
| 0.002 | 14 | $1.47 \mathrm{e}-4$ |
| 0.001 | 14 | $1.69 \mathrm{e}-4$ |
| 0 | 14 | $1.75 \mathrm{e}-4$ |

The convergence of the iterative scheme computed on a more dense grid, namely, with $h=1 / 128$ is also rather fast as is shown in Table 2 (for $a=1 / 2$ ).

Example 2 We take another function

$$
u=\sin x \sin y,
$$

and perform computation by the iterative scheme (3.5)-(3.7) on two different grids . The result of convergence of the scheme is given in Table 3, where $K_{1}$ and $K_{2}$ are the numbers of iterations for $h=1 / 64$ and $h=1 / 128$, respectively, $a=1 / 2$.

Example 3 We take

$$
u=(x-1)^{2}(y-1), \quad a=\frac{1}{2} .
$$

The result of convergence rate of the iterative scheme is presented in Table 4, where as
Table 3: Convergence of the iterative scheme in Example 2.

| $b$ | $K_{1}$ | $K_{2}$ |
| :--- | :---: | :---: |
| 2 | 3 | 4 |
| 1 | 4 | 4 |
| 0.5 | 4 | 5 |
| 0.2 | 5 | 7 |
| 0.1 | 6 | 8 |
| 0.05 | 7 | 9 |
| 0.02 | 7 | 9 |
| 0.01 | 7 | 10 |
| 0.005 | 7 | 11 |
| 0.002 | 8 | 11 |
| 0.001 | 8 | 11 |
| 0 | 8 | 11 |

Table 4: Convergence of the iterative scheme in Example 3.

| $b$ | $K_{1}$ | $K_{2}$ |
| :--- | :---: | :---: |
| 2 | 3 | 4 |
| 1 | 4 | 5 |
| 0.5 | 5 | 6 |
| 0.2 | 6 | 8 |
| 0.1 | 7 | 9 |
| 0.05 | 8 | 11 |
| 0.01 | 9 | 12 |
| 0.005 | 9 | 13 |
| 0.001 | 9 | 13 |
| 0 | 9 | 13 |

in Table 3, $K_{1}$ and $K_{2}$ are the numbers of iterations for $h=1 / 64$ and $h=1 / 128$, respectively.

From the results of computation on different examples, as shown in Tables 1-4, we see that the convergence rate of the iterative process (3.5)-(3.7) increases with the growth of $b$ and slightly depends on the position of the point $a$, where the transmission of boundary conditions occurs. This agrees with Theorem 3.2 because in the performed experiments we use the iterative parameter

$$
\tau^{*}=\frac{1}{b+0.4}
$$

which appears close to the optimal value. In this case the convergence rate of the iterative method is determined by $\rho$ given in (3.13), namely,

$$
\rho=\frac{\|S\|}{2 b+\|S\|}
$$

Of course, the convergence of the discretized version of the iterative process (3.5)-(3.7) on a grid with stepsize $h$ is determined by some $\rho_{h}$ close to $\rho$. More precisely, $S_{h}$, as discrete analog of $S$, is always positive definite

$$
\delta_{h} I \leqslant S_{h} \leqslant \Delta_{h} I, \quad \delta_{h}>0
$$

then with optimal $\tau_{h}$, the convergence rate is determined by

$$
\rho_{h}=\frac{\Delta_{h}-\delta_{h}}{\Delta_{h}+\delta_{h}+2 b}
$$

Therefore, the iterative process (3.5)-(3.7) in discretized version, always converges for any $b \geqslant 0$, as was seen from Tables 1-4.

In the above examples for testing the convergence of the proposed iterative method we take the parameter $b$ in the range $[0,2]$, but in the problem of nanofluidic physics [12] it may be any nonnegative number because it is the Navier slip length.

## Appendix A

Lemma A. 1 Suppose that A is a linear, symmetric, positive and compact operator in a Hillbert space $H$ and $u$ is the solution of the equation

$$
\begin{equation*}
A u=f, \quad f \in R(A) . \tag{A.1}
\end{equation*}
$$

Then the iterative method

$$
\left\{\begin{array}{l}
\frac{u_{k+1}-u_{k}}{\tau}+A u_{k}=f, \quad k=0,1, \ldots  \tag{A.2}\\
u_{0} \text { is given, }
\end{array}\right.
$$

converges if

$$
\begin{equation*}
0<\tau<\frac{2}{\|A\|} . \tag{A.3}
\end{equation*}
$$

Proof. Since the operator $A$ is linear, symmetric and compact in $H$ there exists a orthonormal basis of $H$ consisting of the eigenvectors of $A$. Denote this basis by $e_{1}, e_{2}, \cdots, e_{n}, \cdots$ and the corresponding eigenvalues which are positive by $\lambda_{1}, \lambda_{2}, \cdots$, $\lambda_{n}, \cdots$. So, we have $A e_{i}=\lambda_{i} e_{i}(i=1,2, \cdots)$. Suppose these eigenvalues are sorted in descending order, i.e.,

$$
\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq \cdots>0
$$

Set $z_{k}=u_{k}-u$. Then, from (A. 2 ) it is easy to verify that

$$
z_{k+1}=(I-\tau A) z_{k}=(I-\tau A)^{k} z_{0} .
$$

The convergence of the iterative method (A. 2) for Eq. (A. 1) will be proved if we can show that

$$
\begin{equation*}
\forall g \in H, \quad\left\|(I-\tau A)^{k} g\right\| \rightarrow 0, \quad \text { as } k \rightarrow \infty . \tag{A.4}
\end{equation*}
$$

For this purpose we suppose that

$$
g=\sum_{n=1}^{\infty} a_{n} e_{n} .
$$

Then

$$
(I-\tau A)^{k} g=\sum_{n=1}^{\infty} \xi_{n}^{k} a_{n} e_{n},
$$

where $\xi_{n}=1-\tau \lambda_{n}$. We have

$$
\|g\|^{2}=\sum_{n=1}^{\infty}\left|a_{n}\right|^{2}, \quad\left\|(I-\tau A)^{k} g\right\|^{2}=\sum_{n=1}^{\infty}\left|\xi_{n}\right|^{2 k}\left|a_{n}\right|^{2}
$$

Let $\varepsilon$ be an arbitrary small number, $\varepsilon>0$. Then, there is a number $N=N(\varepsilon)$ sufficiently large so that

$$
\begin{equation*}
\sum_{n=N+1}^{\infty}\left|a_{n}\right|^{2}<\frac{\varepsilon^{2}}{2} . \tag{A.5}
\end{equation*}
$$

Since $\tau$ satisfies the condition (A. 3) and $\|A\|=\lambda_{1}$ we have $\left|\xi_{n}\right|<1(n=1,2, \cdots, N)$. Therefore $\left|\xi_{n}\right|^{2 k} \rightarrow 0$ as $k \rightarrow \infty$. Hence we can choose $K=K(\varepsilon)$ sufficiently large so that

$$
\begin{equation*}
\sum_{n=1}^{N}\left|\xi_{n}\right|^{2 k}\left|a_{n}\right|^{2}<\frac{\varepsilon^{2}}{2}, \quad \forall k>K \tag{A.6}
\end{equation*}
$$

Thus, $\forall k>K$ we have

$$
\begin{aligned}
\left\|(I-\tau A)^{k} g\right\|^{2} & =\sum_{n=1}^{N}\left|\xi_{n}\right|^{2 k}\left|a_{n}\right|^{2}+\sum_{n=N+1}^{\infty}\left|\xi_{n}\right|^{2 k}\left|a_{n}\right|^{2} \\
& <\frac{\varepsilon^{2}}{2}+\sum_{n=N+1}^{\infty}\left|a_{n}\right|^{2}<\frac{\varepsilon^{2}}{2}+\frac{\varepsilon^{2}}{2}=\varepsilon^{2},
\end{aligned}
$$

due to (A. 5) and (A. 6).
In summary, $\forall \varepsilon>0, \exists K=K(\varepsilon)$ such that

$$
\left\|(I-\tau A)^{k} g\right\|<\varepsilon, \quad \forall k>K
$$

which is the desired result (A. 4). The lemma is proved.

## Appendix B

## Discretization of mixed boundary value problem for Poisson equation.

The mixed boundary value problem

$$
\begin{array}{ll}
-\Delta u=f(x, y), & \\
u(x, 0)=g_{1}(x), & u\left(x, l_{2}\right)=g_{2}(x) \\
\left.\frac{\partial u}{\partial x}\right|_{x=0}=\mu_{1}(y), & \left.\frac{\partial u}{\partial x}\right|_{x=l_{1}}=\mu_{2}(y)
\end{array}
$$

$\operatorname{in}\left(0, l_{1}\right) \times\left(0, l_{2}\right)$, on the uniform grid

$$
\bar{\omega}_{h_{1} h_{2}}=\left\{\left(x_{i}, y_{j}\right)=\left(i h_{1}, j h_{2}\right), 0 \leq i \leq M, 0 \leq j \leq N\right\}
$$

with $h_{1}=l_{1} / M, h_{2}=l_{2} / N$, is approximated by the following difference scheme

$$
\begin{aligned}
& -\frac{1}{h_{1}^{2}}\left(u_{i-1, j}-2 u_{i j}+u_{i+1, j}\right)-\frac{1}{h_{2}^{2}}\left(u_{i, j-1}-2 u_{i j}+u_{i, j+1}\right)=f\left(x_{i}, y_{j}\right), \\
& 1 \leq i \leq M-1, \quad 1 \leq j \leq N-1, \\
& -\frac{2}{h_{1}} \frac{1}{h_{1}}\left(u_{1 j}-u_{0 j}\right)-\frac{1}{h_{2}^{2}}\left(u_{0, j-1}-2 u_{0 j}+u_{0, j+1}\right)=-\frac{2}{h_{1}} \mu_{1}\left(y_{j}\right)+f\left(x_{0}, y_{j}\right), \\
& 1 \leq j \leq N-1, \\
& \frac{2}{h_{1}} \frac{1}{h_{1}}\left(u_{M j}-u_{M-1, j}\right)-\frac{1}{h_{2}^{2}}\left(u_{M, j-1}-2 u_{M j}+u_{M, j+1}\right)=\frac{2}{h_{1}} \mu_{2}\left(y_{j}\right)+f\left(l_{1}, y_{j}\right), \\
& 1 \leq j \leq N-1, \\
& u_{i 0}=g_{1}\left(x_{i}\right), \quad u_{i \mathrm{~N}}=g_{2}\left(x_{i}\right), \quad 0 \leq i \leq M,
\end{aligned}
$$

where $u_{i j} \approx u\left(x_{i}, y_{j}\right)$. The truncation error of this difference scheme is of second-order. Introduce the notations

$$
\begin{aligned}
U_{j} & =\left(u_{0 j}, u_{1 j}, \ldots, u_{M j}\right)^{T}, \quad r=h_{2}^{2} / h_{1}^{2}, \quad d=2(1+r), \\
C & =\left(\begin{array}{cccccc}
d & -2 r & 0 & \ldots & 0 & 0 \\
-r & d & -r & \ldots & 0 & 0 \\
\cdots & \cdots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots & -2 r & d
\end{array}\right) \in R^{(M+1) \times(M+1)}, \\
F_{0} & =\left(g_{1}\left(x_{0}\right), g_{1}\left(x_{1}\right), \ldots, g_{1}\left(x_{M}\right)\right)^{T}, \quad F_{N}=\left(g_{2}\left(x_{0}\right), g_{2}\left(x_{1}\right), \ldots, g_{2}\left(x_{M}\right)\right)^{T}, \\
F_{j} & =h_{2}^{2}\left(f\left(x_{0}, y_{j}\right)-\frac{2}{h_{1}} \mu_{1}\left(y_{j}\right), f\left(x_{1}, y_{j}\right), \ldots, f\left(x_{M-1}, y_{j}\right), f\left(x_{M}, y_{j}\right)+\frac{2}{h_{1}} \mu_{2}\left(y_{j}\right)\right)^{T} .
\end{aligned}
$$

Then the difference scheme can be written in the standard form of three- point vector equations

$$
\begin{aligned}
& -U_{j-1}+C U_{j}-U_{j+1}=F_{j}, \quad 1 \leq j \leq N-1, \\
& U_{0}=F_{0}, \quad U_{N}=F_{N},
\end{aligned}
$$

for which the method of complete reduction [14] is applicable.

## Acknowledgments

The authors kindly acknowledge financial support from Vietnam National Foundation for Science and Technology Development (NAFOSTED), and would like to thank the referees for the helpful suggestions.

## References

[1] A. A. Abramov and V. I. Unijanova, On a method for solving biharmonic type equation with singgularly small paramete, J. Comput. Math. and Math. Phys., 32 (4) (1992), pp. 567575 (Russian).
[2] DANG Q. A, On an iterative method for solving a boundary value problem for fourth order differential equatio, Math. Physics and Nonlinear mechanics, 10 (1988), pp. 54-59 (Russian).
[3] DANG Q. A, Boundary operator method for approximate solution of biharmonic type equation, Vietnam J. Math, 22 (1-2) (1994), pp. 114-120.
[4] Dang Q. A, Mixed Boundary-domain operator in approximate solution of biharmonic type equation, Vietnam J. Mathematics, 26 (3) (1998), pp. 243-252.
[5] Dang Q. A, Approximate method for solving an elliptic problem with discontinuous coefficients, J. Comp. Appl. Math., 51 (1994), pp. 193-203.
[6] DANG Q. A, Iterative method for solving the Neumann boundary value problem for biharmonic type equation, J. Comp. Appl. Math., 196 (2006), pp. 634-643.
[7] DANG Q. A AND L. T. SON, Iterative method for solving a mixed boundary value problem for biharmonic type equation, Advances in Deterministic and Stochastic Analysis, Eds. N.M. Chuong et al., World Scientific, 2007, pp. 103-113.
[8] A. Dorodnisyn and N. Meller, On some approches to the solution of the stationary NavierAtoke equation, J. Comp. Math. and Math. Physics, 8 (1968), pp. 393-402 (Russian).
[9] R. Glowinski, J.-L. Lion and R. Tremoliere, Analyse Numerique des Inequations Variationelles, Dunod, Paris, 1976.
[10] J. L. Lions and E. Magenes, Problemes aux Limites Non Homogens et Application, Vol. 1, Dunod, Paris, 1968.
[11] B. V. Palsev, On the expansion of the Dirichlet problem and a mixed problem for biharmonic equation into a seriaes of decomposed problems, J. Comput. Math. and Math. Physics, 6(1) (1966), pp. 43-51 (Russian).
[12] N. V. Priezjev, A. A. Darhuber and S. M. Troian, Slip behavior in liquid films on surfaces of patterned wettablility: Comparison between continuum and moleccurlar dynamics simulations, Phys. Rev. E, 71, 041608 (2005).
[13] A. A. Samarskir, The Theory of Difference Schemes, New York, Marcel Dekker, 2001.
[14] A. Samarskii and E. Nikolaev, Numerical Methods for Grid Equations, v.1: Direct Methods, Birkhäuser, Basel, 1989.


[^0]:    *Corresponding author.
    Email: dangqa@ioit.ac.vn (Dang Q. A), letungsondhtn@yahoo.com (Le T. S.)

