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#### Abstract

In this paper, we investigate the condition numbers for the generalized matrix inversion and the rank deficient linear least squares problem: $\min _{x}\|A x-b\|_{2}$, where $A$ is an $m$-by- $n$ ( $m \geq n$ ) rank deficient matrix. We first derive an explicit expression for the condition number in the weighted Frobenius norm $\|[A T, \beta b]\|_{F}$ of the data $A$ and $b$, where $T$ is a positive diagonal matrix and $\beta$ is a positive scalar. We then discuss the sensitivity of the standard 2-norm condition numbers for the generalized matrix inversion and rank deficient least squares and establish relations between the condition numbers and their condition numbers called level- 2 condition numbers.
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## 1. Introduction

In this paper, we consider a condition number for the linear least squares (LLS) problem [8-11]

$$
\min _{x}\|A x-b\|_{2}
$$

where $A \in \mathbf{R}^{m \times n}(m \geq n)$ is a rank deficient matrix. The condition number for the LLS problem with full rank is well studied, see, e.g., [3]. In the standard 2-norm analysis, the condition number is defined as

$$
\operatorname{cond}(A, b)=\lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}}{\epsilon\left\|A^{\dagger} b\right\|_{2}}, \quad\|E\|_{2} \leq \epsilon\|A\|_{2},\|f\|_{2} \leq \epsilon\|b\|_{2}\right\}
$$

where $A^{\dagger}$ is the Moore-Penrose inverse of $A$ defined as the unique matrix $X$ satisfying

$$
A X A=A, \quad X A X=X, \quad(A X)^{\mathrm{T}}=A X, \quad \text { and } \quad(X A)^{\mathrm{T}}=X A
$$

where $A^{\mathrm{T}}$ is the transpose of $A[7]$.

[^0]The condition number discussed in this section is based on a general theory of condition introduced by Rice [6]. In the context of the LLS, the problem is viewed as a mapping from a pair $(A, b)$ to the LLS solution $x_{\text {LS }}=A^{\dagger} b$. The norm of a pair $(A, b)$ in the domain of the mapping is defined by the weighted Frobenius norm:

$$
\begin{equation*}
\|[A T \quad \beta b]\|_{\mathrm{F}} \tag{1.1}
\end{equation*}
$$

where $T$ is positive and diagonal and $\beta>0$. The weights $T$ and $\beta$ provide flexibility. Later, we will show that a large diagonal of $T$ allows perturbation on $b$ only and a large $\beta$ allows perturbation on $A$ only. The norm of a solution $x$ in the image of the mapping is chosen as the Euclidean norm $\|x\|_{2}$.

In Rice's theory of condition, an absolute $\delta$-condition is first defined by:

$$
\begin{equation*}
\mu_{\delta}=\inf \left\{\sigma \mid\|[E T \quad \beta f]\|_{\mathrm{F}} \leq \delta \Rightarrow\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2} \leq \sigma \delta\right\} \tag{1.2}
\end{equation*}
$$

This definition says the image of a $\delta$-neighborhood of a pair $(A, b)$ is contained in a $\sigma \delta$ neighborhood of the solution $A^{\dagger} b$. So, $\sigma$ is an upper bound for the magnification of the mapping and $\mu_{\delta}$ is the least upper bound. Then, the asymptotic absolute condition number for the weighted LLS problem in the norms chosen above is

$$
\mu=\lim _{\delta \rightarrow 0} \mu_{\delta}
$$

The relative condition number is defined by

$$
\nu=\frac{\|[A T \quad \beta b]\|_{\mathrm{F}}}{\left\|A^{\dagger} b\right\|_{2}} \mu
$$

As explained above, similar to the standard condition number, the $\delta$-condition in (1.2) measures the enlargement of the mapping from $(A, b)$ to $A^{\dagger} b$. What is different from the standard condition number is that the weighted Frobenius norm is used in the domain space of pairs $(A, b)$.

Gratton [4] considered the case when $T=\alpha I(\alpha>0)$, and $A$ is of full column rank and gave the expression of condition number for LLS problem.

In this paper, we consider the case when $A$ is rank deficient under the condition that the perturbation $E$ on $A$ satisfies

$$
\begin{equation*}
\operatorname{range}(E) \subseteq \operatorname{range}(A) \quad \text { and } \quad \operatorname{range}\left(E^{\mathrm{T}}\right) \subseteq \operatorname{range}\left(A^{\mathrm{T}}\right) \tag{1.3}
\end{equation*}
$$

where range $(E)$ denotes the column space of $E$.
The rest of the paper is organized as follows. The absolute and relative condition numbers in the weighted Frobenius norm are given in Section 2. Then, in Section 3, we analyze the sensitivity of the generalized matrix inversion condition number and the rank deficient LLS condition number, called level-2 condition numbers introduced by Higham [5].

## 2. Condition Numbers

In this section, we present explicit expressions for the absolute and relative condition numbers for the rank deficient LLS problem in the weighted Frobenius norm described in the previous section.

Theorem 2.1. Suppose the perturbation $E$ in $A$ satisfies the conditions (1.3). Then the absolute condition number of the rank deficient LLS problem in the weighted Frobenius norm (1.1) on the data $A$ and $b$ and the Euclidean norm on the solution $x_{L S}$ is

$$
\begin{equation*}
\mu=\left\|A^{\dagger}\right\|_{2} \sqrt{\beta^{-2}+\left\|T^{-1} x_{L S}\right\|_{2}^{2}} \tag{2.1}
\end{equation*}
$$

Proof. From [1], when $E$ is small $\left(\left\|A^{\dagger}\right\|_{2}\|E\|_{2}<1\right)$ and satisfies the conditions (1.3), we have

$$
\begin{equation*}
(A+E)^{\dagger}=\left(I+A^{\dagger} E\right)^{-1} A^{\dagger} \tag{2.2}
\end{equation*}
$$

Thus, for small $E$ and $f$, the linear term in $(A+E)^{\dagger}(b+f)-A^{\dagger} b$ is

$$
\begin{aligned}
-A^{\dagger} E A^{\dagger} b+A^{\dagger} f & =-A^{\dagger}\left(E x_{\mathrm{LS}}-f\right) \\
& =-A^{\dagger}\left(E T\left(T^{-1} x_{\mathrm{LS}}\right)-\beta^{-1}(\beta f)\right)
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\left\|A^{\dagger}\left(E x_{\mathrm{LS}}-f\right)\right\|_{2}^{2} & =\left\|A^{\dagger}\left(E x_{\mathrm{LS}}-f\right)\right\|_{\mathrm{F}}^{2} \\
& \leq\left\|A^{\dagger}\right\|_{2}^{2}\left(\|E T\|_{\mathrm{F}}^{2}\left\|T^{-1} x_{\mathrm{LS}}\right\|_{2}^{2}+\beta^{-2}\|\beta f\|_{2}^{2}\right)
\end{aligned}
$$

It then follows that if

$$
\|[E T \quad \beta f]\|_{\mathrm{F}}=\sqrt{\|E T\|_{\mathrm{F}}^{2}+\|\beta f\|_{2}^{2}} \leq \delta
$$

then

$$
\left\|A^{\dagger}\left(E x_{\mathrm{LS}}-f\right)\right\|_{2} \leq \delta\left\|A^{\dagger}\right\|_{2} \sqrt{\left\|T^{-1} x_{L S}\right\|_{2}^{2}+\beta^{-2}}
$$

Since $-A^{\dagger}\left(E x_{\mathrm{LS}}-f\right)$ is the linear term in $(A+E)^{\dagger}(b+f)-A^{\dagger} b$, the absolute condition number is bounded above by

$$
\begin{equation*}
\mu=\lim _{\delta \rightarrow 0} \mu_{\delta} \leq\left\|A^{\dagger}\right\|_{2} \sqrt{\left\|T^{-1} x_{L S}\right\|_{2}^{2}+\beta^{-2}} \tag{2.3}
\end{equation*}
$$

In the following we will show that this upper bound is reachable. We will first construct perturbations $E_{0}$ and $f_{0}$, then show that the linear term $\left\|A^{\dagger}\left(E_{0} x_{\mathrm{LS}}-f_{0}\right)\right\|_{2}$ for the particular $E_{0}$ and $f_{0}$ is equal to $\delta\left\|A^{\dagger}\right\|_{2} \sqrt{\left\|T^{-1} x_{\mathrm{LS}}\right\|_{2}^{2}+\beta^{-2}}$. This proves the theorem since (1.2) says that $\mu_{\delta}$ is the minimal upper bound for all perturbations $E$ and $f$ and $\mu=\lim _{\delta \rightarrow 0} \mu_{\delta}$. In particular, let $\operatorname{rank}(A)=r<n$ and $u$ and $v$ be respectively the left and right singular vectors corresponding to the smallest positive singular value $\sigma_{r}$ of $A$, then $\sigma_{r}^{-1}=\left\|A^{\dagger}\right\|_{2}$ and

$$
A^{\dagger} u=\left\|A^{\dagger}\right\|_{2} v
$$

Constructing

$$
E_{0}=-\frac{\delta}{\eta} u\left(T^{-2} x_{\mathrm{LS}}\right)^{\mathrm{T}} \quad \text { and } \quad f_{0}=\frac{\delta}{\beta^{2} \eta} u
$$

where $\eta=\sqrt{\left\|T^{-1} x_{\mathrm{LS}}\right\|_{2}^{2}+\beta^{-2}}$, we have

$$
\begin{aligned}
& \operatorname{range}\left(E_{0}\right) \subseteq \operatorname{range}(u) \subseteq \operatorname{range}(A) \\
& \operatorname{range}\left(E_{0}^{\mathrm{T}}\right) \subseteq \operatorname{range}\left(x_{\mathrm{LS}}\right) \subseteq \operatorname{range}\left(A^{\dagger}\right)=\operatorname{range}\left(A^{\mathrm{T}}\right)
\end{aligned}
$$

and

$$
\begin{gathered}
\left\|\left[E_{0} T \quad \beta f_{0}\right]\right\|_{\mathrm{F}}^{2}=\left\|\left[\frac{\delta}{\eta} u\left(T^{-1} x_{\mathrm{LS}}\right)^{\mathrm{T}} \frac{\delta}{\beta \eta} u\right]\right\|_{\mathrm{F}}^{2} \\
= \\
\frac{\delta^{2}}{\eta^{2}}\left\|u\left[\left(T^{-1} x_{\mathrm{LS}}\right)^{\mathrm{T}} \beta^{-1}\right]\right\|_{\mathrm{F}}^{2}=\frac{\delta^{2}}{\eta^{2}}\|u\|_{2}^{2} \eta^{2}=\delta^{2} .
\end{gathered}
$$

Now, for $E_{0}$ and $f_{0}$, the linear term

$$
\begin{aligned}
& -A^{\dagger} E_{0} x_{\mathrm{LS}}+A^{\dagger} f_{0} \\
= & \frac{\delta}{\eta} A^{\dagger} u\left(T^{-2} x_{\mathrm{LS}}\right)^{\mathrm{T}} x_{\mathrm{LS}}+\frac{\delta}{\beta^{2} \eta} A^{\dagger} u \\
= & \frac{\delta}{\eta} A^{\dagger} u\left(\left\|T^{-1} x_{\mathrm{LS}}\right\|_{2}^{2}+\beta^{-2}\right)=\delta \eta\left\|A^{\dagger}\right\|_{2} v,
\end{aligned}
$$

which implies that

$$
\left\|A^{\dagger} E_{0} x_{\mathrm{LS}}-A^{\dagger} f_{0}\right\|_{2}=\delta\left\|A^{\dagger}\right\|_{2} \sqrt{\left\|T^{-1} x_{\mathrm{LS}}\right\|_{2}^{2}+\beta^{-2}}
$$

This completes the proof of the theorem.

Corollary 2.1. Taking $T=I$ and $\beta=1$ in the condition number $\mu$ of Theorem 2.1 gives the case where both $A$ and $b$ are equally perturbed. By letting $T=\alpha I$, where $\alpha>0$, and $\alpha \rightarrow \infty$ $(\beta \rightarrow \infty)$, no perturbation on the matrix $A$ (on the right-hand side b) is permitted.

Proof. The perturbations $E$ and $f$ must satisfy

$$
\|[E T \quad \beta f]\|_{\mathrm{F}} \leq \delta
$$

Therefore, $T=\alpha I$ and $\alpha \rightarrow \infty$ imply $E=0$, that is no perturbation on $A$. Similarly, $\beta \rightarrow \infty$ implies no perturbation on $b$.

Using the definition of the relative condition number $\nu$ we can get the following formula.
Corollary 2.2. When the perturbation $E$ in $A$ satisfies the conditions (1.3), the relative condition number is

$$
\nu=\frac{\left\|A^{\dagger}\right\|_{2}\left\|\left[\begin{array}{ll}
A T & \beta b
\end{array}\right]\right\|_{\mathrm{F}}}{\left\|x_{L S}\right\|_{2}} \sqrt{\beta^{-2}+\left\|T^{-1} x_{L S}\right\|_{2}^{2}} .
$$

In the special case of equal perturbations on $A$ and $b(T=I$ and $\beta=1)$,

$$
\nu=\frac{\left\|A^{\dagger}\right\|_{2}\left\|\left[\begin{array}{ll}
A & b
\end{array}\right]\right\|_{\mathrm{F}}}{\left\|x_{L S}\right\|_{2}} \sqrt{1+\left\|x_{L S}\right\|_{2}^{2}}
$$

Wei and Wang [10, Corollary 3.2] showed the Frobenius norm condition number for LLS:

$$
\operatorname{cond}_{\mathrm{F}}=\frac{\left\|A^{\dagger}\right\|_{2}}{\left\|x_{\mathrm{LS}}\right\|_{2}}\left(\|A\|_{\mathrm{F}}\left\|x_{\mathrm{LS}}\right\|_{2}+\|b\|_{2}\right)
$$

From the above corollary, when $T=I$ and $\beta=1$, we have

$$
\nu \geq \operatorname{cond}_{\mathrm{F}}(A, b)
$$

using $\left\|\left[\begin{array}{ll}A & b\end{array}\right]\right\|_{\mathrm{F}}=\sqrt{\|A\|_{\mathrm{F}}^{2}+\|b\|_{2}^{2}}$ and the Cauchy-Schwarz inequality

$$
\|A\|_{\mathrm{F}}\left\|x_{\mathrm{LS}}\right\|_{2}+\|b\|_{2} \leq \sqrt{\|A\|_{\mathrm{F}}^{2}+\|b\|_{2}^{2}} \sqrt{1+\|b\|_{2}^{2}}
$$

## 3. Condition Number Sensitivity

In practice, the computed condition number is the exact condition number for a perturbed problem. How sensitive is the condition number to the perturbation on the data? Demmel [2] introduced the concept of condition numbers of the condition numbers, called level- 2 condition numbers by Higham [5]. Demmel [2] showed that for certain problems, the level-2 condition number is the condition number up to a constant factor. In this section, we show that the level- 2 condition numbers for the generalized matrix inversion and rank deficient least squares are in the same magnitude order of their corresponding condition numbers.

We begin with the definitions of the standard condition numbers. The standard condition numbers can be viewed as a special case of the general condition numbers introduced in Section 1, where the weights $T=I$ and $\beta=1$ and the 2 -norm, instead of the weighted Frobenius norm, is chosen for the domain. The condition number for the generalized matrix inversion is defined by

$$
\begin{equation*}
\operatorname{cond}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{\left\|(A+E)^{\dagger}-A^{\dagger}\right\|_{2}}{\epsilon\left\|A^{\dagger}\right\|_{2}}, \quad\|E\|_{2} \leq \epsilon\|A\|_{2}\right\} \tag{3.1}
\end{equation*}
$$

where $E$ satisfies the conditions (1.3). The standard condition number for the least squares is

$$
\begin{align*}
& \operatorname{cond}(A, b) \\
= & \lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}}{\epsilon\left\|A^{\dagger} b\right\|_{2}}, \quad\|E\|_{2} \leq \epsilon\|A\|_{2}, \quad\|f\|_{2} \leq \epsilon\|b\|_{2}\right\}, \tag{3.2}
\end{align*}
$$

where $E$ satisfies the conditions (1.3).
Wei and Wang [10, Corollaries 2.1, 3.1] derived

$$
\begin{equation*}
\operatorname{cond}(A)=\left\|A^{\dagger}\right\|_{2}\|A\|_{2}, \quad \text { and } \quad \operatorname{cond}(A, b)=\left\|A^{\dagger}\right\|_{2}\|A\|_{2}+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \tag{3.3}
\end{equation*}
$$

The computed condition number $\operatorname{cond}(A)$ can be regarded as the exact condition number $\operatorname{cond}(A+E)$ for some small perturbation $E$. Thus, we define the level- 2 condition number for the generalized matrix inversion:

$$
\begin{equation*}
\operatorname{cond}^{[2]}(A)=\lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{|\operatorname{cond}(A+E)-\operatorname{cond}(A)|}{\epsilon \operatorname{cond}(A)}, \quad\|E\|_{2} \leq \epsilon\|A\|_{2}\right\} \tag{3.4}
\end{equation*}
$$

where $E$ satisfies the conditions (1.3).
Similarly, we define the level-2 condition number for the least squares:

$$
\begin{align*}
& \operatorname{cond}^{[2]}(A, b) \\
= & \lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{|\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b)|}{\epsilon \operatorname{cond}(A, b)},\|E\|_{2} \leq \epsilon\|A\|_{2},\|f\|_{2} \leq \epsilon\|b\|_{2}\right\}, \tag{3.5}
\end{align*}
$$

where $E$ satisfies the conditions (1.3).
In the following, we will show that under certain conditions on the perturbations $E$ and $f$, cond $^{[2]}(A)$ and cond ${ }^{[2]}(A, b)$ are the same as cond $(A)$ and cond $(A, b)$ respectively up to constant factors.

Before deriving the level-2 condition numbers, we present a useful bound for $\left\|(A+E)^{\dagger}\right\|_{2}$.
Lemma 3.1. Under the conditions (1.3),

$$
\left\|(A+E)^{\dagger}\right\|_{2}=\sup \left\{\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right), \quad\|E\|_{2} \leq \epsilon\|A\|_{2}\right\}
$$

for small $\epsilon>0$.

Proof. From (2.2), under the conditions (1.3) and $\|E\|_{2} \leq \epsilon\|A\|_{2}$,

$$
\left\|(A+E)^{\dagger}\right\|_{2}=\left\|A^{\dagger}-A^{\dagger} E A^{\dagger}\right\|_{2}+\mathcal{O}\left(\epsilon^{2}\right)
$$

for small $\epsilon>0$.
On the one hand, since $\|E\|_{2} \leq \epsilon\|A\|_{2}$,

$$
\left\|A^{\dagger}-A^{\dagger} E A^{\dagger}\right\|_{2} \leq\left\|A^{\dagger}\right\|_{2}\left(1+\epsilon\|A\|_{2}\left\|A^{\dagger}\right\|_{2}\right)=\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))
$$

On the other hand, we construct an $E_{0}$ such that $\left\|A^{\dagger}-A^{\dagger} E_{0} A^{\dagger}\right\|_{2} \geq\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))$. Let $u$ be the $r$ th left singular vector of $A$, where $r=\operatorname{rank}(A)$. Then

$$
\left\|A^{\dagger} u\right\|_{2}=\sigma_{r}^{-1}=\left\|A^{\dagger}\right\|_{2}
$$

Defining

$$
v=-A^{\dagger} u /\left\|A^{\dagger}\right\|_{2}
$$

we have $\|v\|_{2}=1, v \in \operatorname{range}\left(A^{\dagger}\right)=\operatorname{range}\left(A^{\mathrm{T}}\right)$, and

$$
v^{\mathrm{T}} A^{\dagger} u=-\left\|A^{\dagger} u\right\|_{2}^{2} /\left\|A^{\dagger}\right\|_{2}=-\left\|A^{\dagger}\right\|_{2}
$$

Now, we construct

$$
E_{0}=\epsilon\|A\|_{2} u v^{\mathrm{T}}
$$

Then $E_{0} A^{\dagger} u=-\epsilon\|A\|_{2}\left\|A^{\dagger}\right\|_{2} u$. Also, it can be verified that $\left\|E_{0}\right\|_{2}=\epsilon\|A\|_{2}$, and $E_{0}$ satisfies the conditions (1.3), since range $\left(E_{0}\right) \subseteq$ range $(u) \subseteq \operatorname{range}(A)$ and range $\left(E_{0}^{\mathrm{T}}\right) \subseteq$ range $(v) \subseteq$ range $\left(A^{\mathrm{T}}\right)$. Finally, applying $E_{0} A^{\dagger} u=-\epsilon\|A\|_{2}\left\|A^{\dagger}\right\|_{2} u$ and $\left\|A^{\dagger} u\right\|_{2}=\left\|A^{\dagger}\right\|_{2}$, we get

$$
\begin{aligned}
\left\|A^{\dagger}-A^{\dagger} E_{0} A^{\dagger}\right\|_{2} & \geq\left\|\left(A^{\dagger}-A^{\dagger} E_{0} A^{\dagger}\right) u\right\|_{2} \\
& =\left\|A^{\dagger} u+\epsilon\right\| A\left\|_{2}\right\| A^{\dagger}\left\|_{2} A^{\dagger} u\right\|_{2} \\
& =\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A)),
\end{aligned}
$$

which completes the proof.
The following theorem shows that the level-2 condition number for the generalized matrix inversion is about the same as the condition number.

Theorem 3.1. Under the conditions (1.3), the difference between the level-2 condition number cond ${ }^{[2]}(A)$ and the condition number $\operatorname{cond}(A)$ is bounded by:

$$
\left|\operatorname{cond}^{[2]}(A)-\operatorname{cond}(A)\right| \leq 1
$$

Proof. Following the first equation in (3.3), we consider

$$
\operatorname{cond}(A+E)=\|A+E\|_{2}\left\|(A+E)^{\dagger}\right\|_{2}
$$

The inequality $\|E\|_{2} \leq \epsilon\|A\|_{2}$ implies that $\|A+E\|_{2} \leq(1+\epsilon)\|A\|_{2}$. Using Lemma 3.1, we have

$$
\begin{align*}
\operatorname{cond}(A+E) & =\|A+E\|_{2}\left\|(A+E)^{\dagger}\right\|_{2} \\
& \leq(1+\epsilon)\|A\|_{2}\left(\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right)\right) \\
& =\operatorname{cond}(A)(1+\epsilon \operatorname{cond}(A)+\epsilon)+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.6}
\end{align*}
$$

It then follows that

$$
\begin{equation*}
\frac{\operatorname{cond}(A+E)-\operatorname{cond}(A)}{\epsilon \operatorname{cond}(A)} \leq \operatorname{cond}(A)+1+\mathcal{O}(\epsilon) \tag{3.7}
\end{equation*}
$$

On the other hand, $\|E\|_{2} \leq \epsilon\|A\|_{2}$ also implies that $\|A+E\|_{2} \geq(1-\epsilon)\|A\|_{2}$. Again, from Lemma 3.1, there exists an $E_{0}$ such that

$$
\begin{align*}
\operatorname{cond}\left(A+E_{0}\right) & =\left\|A+E_{0}\right\|_{2}\left\|\left(A+E_{0}\right)^{\dagger}\right\|_{2} \\
& \geq(1-\epsilon)\|A\|_{2}\left(\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right)\right)  \tag{3.8}\\
& =\operatorname{cond}(A)(1+\epsilon \operatorname{cond}(A)-\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
\end{align*}
$$

which implies

$$
\begin{equation*}
\frac{\operatorname{cond}\left(A+E_{0}\right)-\operatorname{cond}(A)}{\epsilon \operatorname{cond}(A)} \geq \operatorname{cond}(A)-1+\mathcal{O}(\epsilon) \tag{3.9}
\end{equation*}
$$

Combining (3.7) and (3.9) proves the theorem.
Next, we present the relations between the level-2 condition number cond ${ }^{[2]}(A, b)$ for the least squares and the condition number $\operatorname{cond}(A, b)$.

Theorem 3.2. Under the conditions (1.3), the level-2 condition number $\operatorname{cond}^{[2]}(A, b)$ for the least squares defined in (3.5) is bounded by:

$$
\frac{\operatorname{cond}(A, b)}{(1+\gamma)^{2}}-\frac{1}{1+\gamma} \leq \operatorname{cond}^{[2]}(A, b) \leq 2 \operatorname{cond}(A, b)
$$

where $\gamma=\|b\|_{2} /\left\|A A^{\dagger} b\right\|_{2}$, the secant of the angle between $b$ and the projection $A A^{\dagger} b$.
Proof. Following the second equation in (3.3), we first consider

$$
\operatorname{cond}(A+E, b+f)=\operatorname{cond}(A+E)+\frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}}
$$

Applying $\|b+f\|_{2} \leq(1+\epsilon)\|b\|_{2}$ and Lemma 3.1, we have

$$
\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2} \leq\left\|A^{\dagger}\right\|_{2}\|b\|_{2}(1+\epsilon \operatorname{cond}(A)+\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
$$

Using the definition (3.2), we get

$$
\begin{aligned}
\frac{1}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}} & \leq \frac{1}{\left\|A^{\dagger} b\right\|_{2}-\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}} \\
& =\left\|A^{\dagger} b\right\|_{2}^{-1} \frac{1}{1-\frac{\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}} \\
& =\frac{1}{\left\|A^{\dagger} b\right\|_{2}}\left(1+\frac{\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}\right)+\mathcal{O}\left(\epsilon^{2}\right) \\
& \leq \frac{1}{\left\|A^{\dagger} b\right\|_{2}}(1+\epsilon \operatorname{cond}(A, b))+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Consequently,

$$
\frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}} \leq \frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}(1+\epsilon \operatorname{cond}(A, b)+\epsilon \operatorname{cond}(A)+\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
$$

Thus, from (3.6),

$$
\begin{aligned}
\operatorname{cond}(A+E, b+f) \leq & \operatorname{cond}(A)(1+\epsilon \operatorname{cond}(A)+\epsilon) \\
& +\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}(1+\epsilon \operatorname{cond}(A, b)+\epsilon \operatorname{cond}(A)+\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

It then follows from the second equation in (3.3) that

$$
\begin{aligned}
& \operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b) \\
\leq & \epsilon \operatorname{cond}(A)(\operatorname{cond}(A)+1)+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \epsilon(\operatorname{cond}(A, b)+\operatorname{cond}(A)+1)+\mathcal{O}\left(\epsilon^{2}\right) \\
\leq & \epsilon \operatorname{cond}(A, b)(\operatorname{cond}(A, b)+\operatorname{cond}(A)+1)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Thus, we get

$$
\begin{equation*}
\frac{\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b)}{\epsilon \operatorname{cond}(A, b)} \leq \operatorname{cond}(A, b)+\operatorname{cond}(A)+1+\mathcal{O}(\epsilon) \tag{3.10}
\end{equation*}
$$

Now, we derive a lower bound for $\operatorname{cond}(A+E, b+f)$. The condition $\|f\|_{2} \leq \epsilon\|b\|_{2}$ implies $\|b+f\|_{2} \geq(1-\epsilon)\|b\|_{2}$. Moreover,

$$
\begin{equation*}
\left\|(A+E)^{\dagger}\right\|_{2} \geq\left\|A^{\dagger}\right\|_{2}-\epsilon \operatorname{cond}(A)\left\|A^{\dagger}\right\|_{2}+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.11}
\end{equation*}
$$

since, from (2.2),

$$
\begin{aligned}
\left\|A^{\dagger}\right\|_{2} & =\left\|A^{\dagger}-A^{\dagger} E A^{\dagger}+A^{\dagger} E A^{\dagger}\right\|_{2} \\
& \leq\left\|\left(I+A^{\dagger} E\right)^{-1} A^{\dagger}\right\|_{2}+\epsilon\left\|A^{\dagger}\right\|_{2}^{2}\|A\|_{2}+\mathcal{O}\left(\epsilon^{2}\right) \\
& =\left\|(A+E)^{\dagger}\right\|_{2}+\epsilon \operatorname{cond}(A)\left\|A^{\dagger}\right\|_{2}+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2} & \geq\left(\left\|A^{\dagger}\right\|_{2}-\epsilon \operatorname{cond}(A)\left\|A^{\dagger}\right\|_{2}+\mathcal{O}\left(\epsilon^{2}\right)\right)(1-\epsilon)\|b\|_{2} \\
& =\left\|A^{\dagger}\right\|_{2}\|b\|_{2}(1-\epsilon \operatorname{cond}(A)-\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Applying the definition (3.2), we get

$$
\begin{aligned}
\frac{1}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}} & \geq \frac{1}{\left\|A^{\dagger} b\right\|_{2}+\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}} \\
& =\frac{1}{\left\|A^{\dagger} b\right\|_{2}}\left(1-\frac{\left\|(A+E)^{\dagger}(b+f)-A^{\dagger} b\right\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}\right)+\mathcal{O}\left(\epsilon^{2}\right) \\
& \geq \frac{1}{\left\|A^{\dagger} b\right\|_{2}}(1-\epsilon \operatorname{cond}(A, b))+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

We then have

$$
\frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}} \geq \frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}(1-\epsilon \operatorname{cond}(A)-\epsilon \operatorname{cond}(A, b)-\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
$$

From (3.11) and $\|A+E\|_{2} \geq(1-\epsilon)\|A\|_{2}$,

$$
\begin{aligned}
\left\|(A+E)^{\dagger}\right\|_{2}\|A+E\|_{2} & \geq\left(\left\|A^{\dagger}\right\|_{2}-\epsilon \operatorname{cond}(A)\left\|A^{\dagger}\right\|_{2}\right)(1-\epsilon)\|A\|_{2}+\mathcal{O}\left(\epsilon^{2}\right) \\
& =\operatorname{cond}(A)(1-\epsilon \operatorname{cond}(A)-\epsilon)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

We then get a lower bound for $\operatorname{cond}(A+E, b+f)$ :

$$
\begin{aligned}
& \operatorname{cond}(A+E, b+f) \\
\geq & \operatorname{cond}(A)(1-\epsilon \operatorname{cond}(A)-\epsilon)+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}(1-\epsilon \operatorname{cond}(A)-\epsilon \operatorname{cond}(A, b)-\epsilon)+\mathcal{O}\left(\epsilon^{2}\right),
\end{aligned}
$$

which leads to

$$
\begin{aligned}
& \operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b) \\
= & \operatorname{cond}(A+E, b+f)-\operatorname{cond}(A)-\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \\
\geq & -\epsilon\left(\operatorname{cond}(A)+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}}\right)(\operatorname{cond}(A)+\operatorname{cond}(A, b)+1)+\epsilon \operatorname{cond}(A) \operatorname{cond}(A, b)+\mathcal{O}\left(\epsilon^{2}\right) \\
= & -\epsilon \operatorname{cond}(A, b)(\operatorname{cond}(A)+\operatorname{cond}(A, b)+1)+\epsilon \operatorname{cond}(A) \operatorname{cond}(A, b)+\mathcal{O}\left(\epsilon^{2}\right) \\
\geq & -\epsilon \operatorname{cond}(A, b)(\operatorname{cond}(A)+\operatorname{cond}(A, b)+1)+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b)}{\epsilon \operatorname{cond}(A, b)} \geq-(\operatorname{cond}(A)+\operatorname{cond}(A, b)+1)+\mathcal{O}(\epsilon) \tag{3.12}
\end{equation*}
$$

Combining (3.10) and (3.12), we get

$$
\frac{|\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b)|}{\epsilon \operatorname{cond}(A, b)} \leq \operatorname{cond}(A)+\operatorname{cond}(A, b)+1+\mathcal{O}(\epsilon)
$$

Finally,

$$
\operatorname{cond}^{[2]}(A, b) \leq \operatorname{cond}(A)+\operatorname{cond}(A, b)+1 \leq 2 \operatorname{cond}(A, b)
$$

since

$$
\operatorname{cond}(A, b)=\left\|A^{\dagger}\right\|_{2}\|A\|_{2}+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \geq \operatorname{cond}(A)+1
$$

In the following, we derive a lower bound for $\operatorname{cond}^{[2]}(A, b)$ defined in (3.5). Using (3.3), we have

$$
\begin{aligned}
& \operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b) \\
= & \operatorname{cond}(A+E)+\frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}}-\operatorname{cond}(A)-\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} .
\end{aligned}
$$

Let $f=0$. Then

$$
\begin{aligned}
& \frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}}-\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \\
= & \frac{\left\|(A+E)^{\dagger}\right\|_{2}\left\|A^{\dagger} b\right\|_{2}-\left\|A^{\dagger}\right\|_{2}\left\|(A+E)^{\dagger} b\right\|_{2}}{\left\|(A+E)^{\dagger} b\right\|_{2}\left\|A^{\dagger} b\right\|_{2}}\|b\|_{2} .
\end{aligned}
$$

From Lemma 3.1, for any $\epsilon>0$, we can find an $E_{0}$ such that

$$
\left\|\left(A+E_{0}\right)^{\dagger}\right\|_{2} \geq\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right)
$$

and, from (2.2), we have

$$
\left\|(A+E)^{\dagger} b\right\|_{2}=\left\|\left(I+A^{\dagger} E\right)^{-1} A^{\dagger} b\right\|_{2} \leq(1+\epsilon \operatorname{cond}(A))\left\|A^{\dagger} b\right\|_{2}+\mathcal{O}\left(\epsilon^{2}\right)
$$

Thus

$$
\left\|\left(A+E_{0}\right)^{\dagger}\right\|_{2}\left\|A^{\dagger} b\right\|_{2}-\left\|A^{\dagger}\right\|_{2}\left\|\left(A+E_{0}\right)^{\dagger} b\right\|_{2} \geq \mathcal{O}\left(\epsilon^{2}\right)
$$

which means that for $E=E_{0}$ and $f=0$,

$$
\frac{\left\|(A+E)^{\dagger}\right\|_{2}\|b+f\|_{2}}{\left\|(A+E)^{\dagger}(b+f)\right\|_{2}}-\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \geq \mathcal{O}\left(\epsilon^{2}\right)
$$

Hence, for $E=E_{0}$ and $f=0$,

$$
\begin{equation*}
\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b) \geq \operatorname{cond}(A+E)-\operatorname{cond}(A)+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.13}
\end{equation*}
$$

On the other hand, let $E=E_{0}$ be given in Lemma 3.1. Then, from (3.9),

$$
\begin{equation*}
\operatorname{cond}\left(A+E_{0}\right)-\operatorname{cond}(A) \geq \epsilon \operatorname{cond}(A)(\operatorname{cond}(A)-1)+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.14}
\end{equation*}
$$

From (3.3) and the inequality $\left\|A^{\dagger} b\right\|_{2} \geq\left\|A A^{\dagger} b\right\|_{2} /\|A\|_{2}$, we have

$$
\begin{aligned}
\operatorname{cond}(A, b) & =\operatorname{cond}(A)+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \\
& \leq \operatorname{cond}(A)+\frac{\|A\|_{2}\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A A^{\dagger} b\right\|_{2}}=\operatorname{cond}(A)\left(1+\frac{\|b\|_{2}}{\left\|A A^{\dagger} b\right\|_{2}}\right)
\end{aligned}
$$

Consequently, for $E=E_{0}$ and $f=0$, using (3.13) and (3.14), we get

$$
\begin{aligned}
& \frac{\operatorname{cond}(A+E, b+f)-\operatorname{cond}(A, b)}{\epsilon \operatorname{cond}(A, b)} \\
\geq & \frac{\operatorname{cond}(A+E)-\operatorname{cond}(A)}{\epsilon \operatorname{cond}(A, b)}+\mathcal{O}(\epsilon) \\
\geq & \frac{(\operatorname{cond}(A)-1) \operatorname{cond}(A)}{\operatorname{cond}(A, b)}+\mathcal{O}(\epsilon) \\
\geq & \frac{\operatorname{cond}(A)-1}{1+\|b\|_{2} /\left\|A A^{\dagger} b\right\|_{2}}+\mathcal{O}(\epsilon) \\
\geq & \frac{\operatorname{cond}(A, b)}{\left(1+\|b\|_{2} /\left\|A A^{\dagger} b\right\|_{2}\right)^{2}}-\frac{1}{1+\|b\|_{2} /\left\|A A^{\dagger} b\right\|_{2}}+\mathcal{O}(\epsilon) .
\end{aligned}
$$

Defining $\gamma=\|b\|_{2} /\left\|A A^{\dagger} b\right\|_{2}$, which is the secant of the angle between $b$ and the projection $A A^{\dagger} b$, we claim that

$$
\frac{\operatorname{cond}(A, b)}{(1+\gamma)^{2}}-\frac{1}{1+\gamma} \geq 0, \quad \text { equivalently } \quad \operatorname{cond}(A, b) \geq 1+\gamma
$$

Indeed, using

$$
\operatorname{cond}(A) \geq 1, \quad\left\|A^{\dagger} b\right\|_{2} \leq\left\|A^{\dagger}\right\|_{2}\left\|A A^{\dagger} b\right\|_{2}
$$

and the second equation in (3.3), we get

$$
\operatorname{cond}(A, b)=\operatorname{cond}(A)+\frac{\left\|A^{\dagger}\right\|_{2}\|b\|_{2}}{\left\|A^{\dagger} b\right\|_{2}} \geq 1+\frac{\|b\|_{2}}{\left\|A A^{\dagger} b\right\|_{2}}=1+\gamma .
$$

Thus, from the definition (3.5) of cond ${ }^{[2]}(A, b)$, we have the lower bound:

$$
\operatorname{cond}^{[2]}(A, b) \geq \frac{\operatorname{cond}(A, b)}{(1+\gamma)^{2}}-\frac{1}{1+\gamma}
$$

This completes the proof.
When the residual $\|r\|_{2}$ is small, $\|b\|_{2} \approx\left\|A A^{\dagger} b\right\|_{2}$ since $\|b\|_{2}^{2}=\|r\|_{2}^{2}+\left\|A A^{\dagger} b\right\|_{2}^{2}$. Then the lower bound is approximately

$$
\operatorname{cond}^{[2]}(A, b) \geq \frac{\operatorname{cond}(A, b)}{4}-\frac{1}{2}
$$

This theorem shows that the level-2 condition number cond ${ }^{[2]}(A, b)$ is almost the same as the condition number cond $(A, b)$, up to a small constant.

Finally we note that in practice, the computed condition number cond $(A)=\|A\|_{2}\left\|A^{\dagger}\right\|_{2}$ for the generalized matrix inversion of $A$ is actually $\left\|A+E_{1}\right\|_{2}\left\|\left(A+E_{2}\right)^{\dagger}\right\|_{2}$, where the perturbations $E_{1}$ and $E_{2}$ may be different. We can generalize the definition (3.4) to

$$
\begin{aligned}
& \overline{\operatorname{cond}^{[2]}(A)} \\
= & \lim _{\epsilon \rightarrow 0^{+}} \sup \left\{\frac{\left\|A+E_{1}\right\|_{2}\left\|\left(A+E_{2}\right)^{\dagger}\right\|_{2}-\operatorname{cond}(A)}{\epsilon \operatorname{cond}(A)}, \quad\left\|E_{1}\right\|_{2},\left\|E_{2}\right\|_{2} \leq \epsilon\|A\|_{2}\right\} .
\end{aligned}
$$

We can show that $\overline{\operatorname{cond}^{[2]}(A)}$, as cond ${ }^{[2]}(A)$ in Lemma 3.1, is also essentially same as $\operatorname{cond}(A)$. Specifically, let $E_{1}=\epsilon A$ and $E_{2}=E_{0}$ given in Lemma 3.1. Then, from Lemma 3.1, we get

$$
\begin{aligned}
\left\|A+E_{1}\right\|_{2}\left\|\left(A+E_{2}\right)^{\dagger}\right\|_{2} & =(1+\epsilon)\|A\|_{2}\left\|A^{\dagger}\right\|_{2}(1+\epsilon \operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right) \\
& =\operatorname{cond}(A)+\epsilon \operatorname{cond}(A)(1+\operatorname{cond}(A))+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

It then follows that

$$
\overline{\operatorname{cond}^{[2]}(A)}=\operatorname{cond}(A)+1
$$

## 4. Conclusion

In this paper, we first present explicit expressions for the absolute and relative condition numbers for the rank deficient least squares problems in the weighted Frobenius norm. Because the problem is rank deficient, we impose the conditions (1.3) on the perturbation matrix $E$. As a consequence, our condition numbers are independent of the residual. We then analyze the level- 2 condition numbers for the generalized matrix inversion and rank deficient least squares problem in 2-norm. We show that the level- 2 condition numbers are essentially the same as their corresponding condition numbers.
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