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#### Abstract

In this paper, we propose a local multilevel preconditioner for the mortar finite element approximations of the elliptic problems. With some mesh assumptions on the interface, we prove that the condition number of the preconditioned systems is independent of the large jump of the coefficients but depends on the mesh levels around the cross points. Some numerical experiments are presented to confirm our theoretical results.
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## 1. Introduction

In this paper, we present a local multilevel preconditioner for the adaptive mortar finite element method for the following second order elliptic problems:

$$
\begin{cases}-\nabla \cdot(\rho \nabla u)=f, & \text { in } \Omega  \tag{1.1}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

where $\rho>0$ is a piecewise constant, $f \in L^{2}(\Omega)$, and $\Omega$ is a polygonal domain.
The mortar finite element method is a technique for dealing with different discretization schemes on different subdomains [1,2]. It is effective for solving problems with complicated geometries, heterogeneous material, multi-physics, and so on. In this paper, we use the mortar finite element method to handle the nonmatching meshes. Based on a posteriori error estimators, the adaptive finite element methods are now widely used to achieve better accuracy with minimum degrees of freedom. Combining the mortar approach and the adaptive finite element methods, many researchers propose different a posteriori error estimators (see [7, 8] and the references therein for details). The first author and his collaborator [23] also proposed some residual-based a posteriori error estimators, and the analysis does not require saturation assumptions or mesh restrictions on the interface which are often needed in the literature. However, there are rather few results on developing efficient solvers for the discrete problems. Based on quasi-uniform grids, Wohlmuth [26] and Gopalakrishnan [17] introduced $V$-cycle and $W$-cycle multigrid methods for the mortar finite element method for elliptic problems respectively. Xu and Chen [31] discussed a $W$-cycle multigrid algorithm for the mortar element method for the $P_{1}$ nonconforming element.

[^0]Since the mesh is refined locally in the process of adaptivity, traditional multigrid methods, in which the smoothing is performed on all nodes, may not be optimal or quasi-optimal (see [19]). Wu and Chen [27] first proved that the local multigrid method, in which the smoothing was performed on new nodes and their "immediate" neighbors of each level, was optimal for the adaptive finite element method for the Poisson equation in two dimension. In [13, 15], Xu , etc., introduced and analyzed some local multigrid methods based on reconstructed adaptive grid, which was applied to the adaptive finite element methods for the elliptic problems with discontinuous coefficients [14]. Based on the adaptive grid, Xu and Chen [11, 12, 30] also proposed and analyzed some local multilevel methods for $P_{1}$ conforming and nonconforming element methods for the elliptic problems. Recently, Lu, Shi and Xu [18] considered the local multilevel methods for discontinuous Galerkin finite element method on adaptively refined meshes.

The purpose of this paper is to present a local multilevel preconditioner for the mortar finite element method for the second order elliptic problems with discontinuous coefficients. Since the finite element spaces are nonnested, intergrid transfer operators, which are stable under the weighted $L^{2}$ norm and energy norm, are introduced to exchange information between different meshes. On each level, the smoothing is performed on the new free nodes and the old free nodes associated with which the basis functions are changed. In addition, we also need to smooth on all the mortar side nodes on the finest level. With the assumption that each mortar side edge is the union of some whole nonmortar side edges (see Fig. 2.2 for an illustration), we prove that the condition number of preconditioned system is independent of the large jump of the coefficients but relies logarithmically on the mesh size around the cross points.

The remainder of the paper is organized as follows. In Section 2, we present the discrete problem and some notations. The local multilevel preconditioner is proposed in Section 3. In Section 4, we give the condition number estimate of the preconditioned system. Finally, we present some numerical experiments to confirm our theoretical results.

For convenience of discussions, we usually use inequalities $a \lesssim b, a \simeq b$ to replace $a \leq C b$ and $c b \leq a \leq C b$ with some multiplicative mesh size and coefficient independent constants $c, C>0$ that depend only on the domain $\Omega$ and the shape (e.g., through the aspect ratio) of elements.

## 2. Preliminary

The weak form of the problem (1.1) is to find $u \in H_{0}^{1}(\Omega)$ satisfying

$$
\begin{equation*}
a(u, v) \triangleq(\rho \nabla u, \nabla v)=(f, v), \quad \forall v \in H_{0}^{1}(\Omega) . \tag{2.1}
\end{equation*}
$$

Let $\Omega$ be partitioned into non-overlapping polygonal subdomains $\left\{\Omega_{i}\right\}_{i=1}^{N}$. We only consider the geometrically conforming case, i.e., the intersection between the closure of two different subdomains is empty, a vertex, or an edge. The coefficient $\rho$ is a constant when restricted to each subdomain $\Omega_{i}$. We use $\Gamma_{i j}$ to denote the common open edge of $\Omega_{i}$ and $\Omega_{j}, \Gamma=\bigcup_{i j} \Gamma_{i j}$. Given an initial shape regular triangulation $\mathcal{T}_{1}(\Omega)$, which is conforming in each subdomain, $\left\{\mathcal{T}_{l}(\Omega)\right.$, $2 \leq l \leq L\}$ is a set of triangulations generated by the adaptive finite element procedure [23]. We note that the resulting triangulation $\mathcal{T}_{l}(\Omega)$ can be non-matched across adjacent subdomain interfaces, so each $\Gamma_{i j}$ can be regarded as two sides corresponding to the two subdomains $\Omega_{i}$ and $\Omega_{j}$. We call one of the sides of $\Gamma_{i j}$ as the mortar side and the other one as the nonmortar side. For each interface, we choose the side of the subdomain on which the coefficient is larger
as the mortar side, and the other side as the nonmortar side. If there is no jump in the coefficient across the interface, the choice is arbitrary. This can always be done in practice for the geometrically conforming domain decomposition.

For each $\Gamma_{i j}$, we usually denote the mortar and nonmortar sides of $\Gamma_{i j}$ by $\gamma_{m(i)}$ and $\delta_{m(j)}$ respectively. Here the subscript $m$ represents the index of $\Gamma_{i j}$, and the subscripts $i, j$ indicate that the mortar and nonmortar sides are parts of boundaries of $\Omega_{i}$ and $\Omega_{j}$ respectively. The two sets $\mathcal{T}_{l}\left(\gamma_{m(i)}\right)$ and $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$ are the $1 D$ triangulations inherited from $\mathcal{T}_{l}\left(\Omega_{i}\right)$ and $\mathcal{T}_{l}\left(\Omega_{j}\right)$ respectively (see Fig. 2.1), where $\mathcal{T}_{l}\left(\Omega_{i}\right)$ and $\mathcal{T}_{l}\left(\Omega_{j}\right)$ are the restrictions of $\mathcal{T}_{l}(\Omega)$ to $\Omega_{i}$ and $\Omega_{j}$. We use $\gamma$ and $\delta$ to denote the mortar and nonmortar sides of $\Gamma$, i.e.,

$$
\gamma=\cup_{m} \gamma_{m(i)}, \quad \delta=\cup_{m} \delta_{m(j)} .
$$

Accordingly, $\mathcal{T}_{l}(\gamma)=\cup_{m} \mathcal{T}_{l}\left(\gamma_{m(i)}\right)$ and $\mathcal{T}_{l}(\delta)=\cup_{m} \mathcal{T}_{l}\left(\delta_{m(j)}\right)$ are the sets of edges of the $l$ th level mesh on mortar and nonmortar sides respectively.


Fig. 2.1. An illustration of the set $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$ and $\mathcal{T}_{l}\left(\gamma_{m(i)}\right)$.

For any geometry element $G, \mathcal{N}_{l}(G)$ denotes the set of nodes in $G$ of the triangulation $\mathcal{T}_{l}(\Omega)$, and $\mathcal{N}_{l}(\bar{G})$ denotes the set of corresponding nodes in $\bar{G}$. Specially, we use $\mathcal{N}_{l}(\Omega)$ to denote the set of the nodes of $\mathcal{T}_{l}(\Omega)$ which are in $\Omega$ but not on the interface. The notation $h_{G}$ indicates the diameter of $G$, and $\rho_{G}$ denotes the restriction of $\rho$ to $G$.

Let $X_{l}\left(\Omega_{i}\right)$ be the $P_{1}$ conforming element space defined on $\mathcal{T}_{l}\left(\Omega_{i}\right), X_{l}(\Omega)=\prod_{i=1}^{N} X_{l}\left(\Omega_{i}\right)$. For each nonmortar side $\delta_{m(j)}, M_{l}\left(\delta_{m(j)}\right)=\operatorname{span}\left\{\psi_{m(j)}^{k}\right\}$ denotes the dual Lagrange multiplier space defined on $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$, where $\psi_{m(j)}^{k}$ is the dual function associated with the interior node $p_{k}$ of $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$ and satisfying (see [25])

$$
\left.\int_{\delta_{m(j)}} \psi_{m(j)}^{k} \phi_{m(j)}^{s}\right|_{\delta_{m(j)}} d \sigma= \begin{cases}\left.\int_{\delta_{m(j)}} \phi_{m(j)}^{k}\right|_{\delta_{m(j)}} d \sigma, & \text { if } k=s  \tag{2.2}\\ 0, & \text { otherwise }\end{cases}
$$

with $\phi_{m(j)}^{s} \in X_{l}(\Omega)$ the basis function associated with the node $p_{s}$.
Next, we introduce the mortar finite element space on $\mathcal{T}_{l}(\Omega)$ as follows:

$$
\begin{gather*}
V_{l}=\left\{v \in X_{l}(\Omega):\left(\left.v\right|_{\gamma_{m(i)}}-\left.v\right|_{\delta_{m(j)}}\right) \in H_{00}^{\frac{1}{2}}\left(\Gamma_{i j}\right), \quad \int_{\delta_{m(j)}}\left(\left.v\right|_{\gamma_{m(i)}}-\left.v\right|_{\delta_{m(j)}}\right) \psi d \sigma=0\right. \\
\left.\forall \gamma_{m(i)}=\delta_{m(j)}=\Gamma_{i j}, \quad \psi \in M_{l}\left(\delta_{m(j)}\right)\right\} \tag{2.3}
\end{gather*}
$$

Here $\left.\cdot\right|_{\gamma_{m(i)}}$ and $\left.\cdot\right|_{\delta_{m(j)}}$ denote the restrictions from the mortar side and nonmortar side subdomains $\Omega_{i}$ and $\Omega_{j}$ to the interface respectively, and we will omit them if there is no confusion. The condition in (2.3) for each interface is called mortar condition, through which the basis functions in $V_{l}$ are associated with the nodes in $\widetilde{\mathcal{N}}_{l}=\mathcal{N}_{l}(\Omega) \cup \mathcal{N}_{l}(\gamma) \cup \mathcal{C}$, where $\mathcal{C}$ is set of cross points. We call these nodes in $\widetilde{\mathcal{N}}_{l}$ as free nodes.

The mortar finite element approximation to the original problem (2.1) is to find $u_{L} \in V_{L}$ such that

$$
\begin{equation*}
a_{L}\left(u_{L}, v_{L}\right)=\left(f, v_{L}\right), \quad \forall v_{L} \in V_{L} \tag{2.4a}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{L}\left(u_{L}, v_{L}\right)=\sum_{i=1}^{N} \int_{\Omega_{i}} \rho \nabla u_{L} \cdot \nabla v_{L} d x \text {. } \tag{2.4b}
\end{equation*}
$$

By the definition, the bilinear form $a_{L}(\cdot, \cdot)$ is also well-defined on the space $V_{l}$, and we denote it by $a_{l}(\cdot, \cdot)$ with the corresponding norm $\|\cdot\|_{a_{l}}=\sqrt{a_{l}(\cdot, \cdot)}$. We use $(\cdot, \cdot)_{0, \rho, G}$ to denote the weighted $L^{2}$ inner product on $G$, i.e., $(\cdot, \cdot)_{0, \rho, G}=(\rho \cdot, \cdot)_{L^{2}(G)},\|\cdot\|_{0, \rho, G}$ is the induced norm. We usually omit the subscript when $G=\Omega$.

In this paper, we assume that each edge element on the mortar side is the union of a number of whole elements on the nonmortar side (see Fig. 2.2 for an illustration). Consequently, $V_{l}$ includes a conforming finite element subspace $W_{l} \triangleq V_{l} \cap H_{0}^{1}(\Omega)$, which is the space defined on the triangulation with hanging nodes (see [9] for example). For each mortar side edge $e \in \mathcal{T}_{l}(\gamma)$, $N_{l}^{e}$ denotes the number of corresponding nonmortar side edges, and $J_{e}^{\rho}=\rho_{\Omega_{i}} / \rho_{\Omega_{j}}$ indicates the rate of coefficients on mortar and nonmortar side subdomains $\Omega_{i}$ and $\Omega_{j}$ associated with $e$. It is known by the rule choosing the mortar side that $J_{e}^{\rho} \geq 1$.


Fig. 2.2. An illustration of the mesh on the mortar and nonmortar sides.

Remark 2.1. We note that the constraint $\left(\left.v\right|_{\gamma_{m(i)}}-\left.v\right|_{\delta_{m(j)}}\right) \in H_{00}^{1 / 2}\left(\Gamma_{i j}\right)$ in (2.3) is to ensure that the functions in $V_{l}$ are continuous at the cross points. Therefore, we do not need treating the cross points specially when designing intergrid transfer operators. If the constraint is omitted, since the finite element function is discontinuous at the cross points, we should carefully choose suitable prolongation operator which is stable under the weighted $L^{2}$ norm and the energy norm.

## 3. The Local Multilevel Preconditioner

In this section, we shall propose our local multilevel preconditioner.
We first introduce a transfer operator from $V_{l-1}$ to $V_{L}$. Since $X_{l-1}\left(\Omega_{i}\right) \subset X_{l}\left(\Omega_{i}\right)$, let $I_{l-1}^{i}: X_{l-1}\left(\Omega_{i}\right) \rightarrow X_{l}\left(\Omega_{i}\right)$ be the natural prolongation operator. Then for any $v \in V_{l-1}$, we define $I_{l-1} v \in W_{l} \subset V_{l}$ by its nodal values. For the non-interface node $p \in \mathcal{N}_{l}\left(\Omega_{i}\right) \cup \mathcal{N}_{l}(\partial \Omega) \cup \mathcal{C}$, let

$$
\begin{equation*}
\left(I_{l-1} v\right)(p)=v(p), \tag{3.1}
\end{equation*}
$$

while for the interface node $p \in \mathcal{N}_{l}\left(\gamma_{m(i)}\right) \cup \mathcal{N}_{l}\left(\delta_{m(j)}\right)$ (see Fig. 3.1), we take the corresponding mortar side nodal value, i.e.,

$$
\begin{equation*}
\left(I_{l-1} v\right)(p)=\left(I_{l-1}^{i} v\right)(p) \tag{3.2}
\end{equation*}
$$

By the mesh assumption on the mortar and nonmortar sides and the fact that $I_{l-1}^{i} v$ is piecewise linear and continuous on $\Gamma_{i j}$, the definition (3.2) ensures that $I_{l-1} v$ is continuous across the


Fig. 3.1. Nodes on mortar and nonmortar sides
interface. Obviously, $I_{l-1} u$ is a function in $V_{l}$. Due to $W_{l} \subset W_{L} \subset V_{L}$, it is also a function in the finest space $V_{L}$. Thus the operator $I_{l-1}$ defines an extension from $V_{l-1}$ to $V_{L}$.

Next, we will define the set of the nodes of $\mathcal{T}_{l}(\Omega), 2 \leq l \leq L$, on which local smoothers are carried out. Let $\mathcal{S}_{l}$ be the set of new free nodes of $\mathcal{T}_{l}(\Omega)$ and the nodes associated with which the basis functions are modified, i.e.,

$$
\mathcal{S}_{l}=\left\{p: p \in \widetilde{\mathcal{N}}_{l} \backslash \widetilde{\mathcal{N}}_{l-1} \text { or } p \in \widetilde{\mathcal{N}}_{l} \cap \widetilde{\mathcal{N}}_{l-1} \text { satisfying } \widetilde{\phi}_{l}^{p} \neq \widetilde{\phi}_{l-1}^{p}\right\}
$$

where $\widetilde{\phi}_{l}^{p} \in V_{l}, \widetilde{\phi}_{l-1}^{p} \in V_{l-1}$ are the basis functions corresponding to the node $p$. On the finest level, the set $\mathcal{S}_{L}$ is enlarged to include all the mortar side nodes, i.e., $\mathcal{S}_{L}:=\mathcal{S}_{L} \cup \mathcal{N}_{L}(\gamma)$. We denote $\widetilde{V}_{l} \subset V_{l}$ the space spanned by the basis functions associated with the nodes in $\mathcal{S}_{l}$, i.e., $\widetilde{V}_{l}=\operatorname{span}\left\{\widetilde{\phi}_{l}^{p}, p \in \mathcal{S}_{l}\right\}$. Correspondingly, $V_{L}$ admits a decomposition (see (4.17))

$$
\begin{equation*}
V_{L}=I_{1} V_{1}+\sum_{l=2}^{L} I_{l} \widetilde{V}_{l} \tag{3.3}
\end{equation*}
$$

where $I_{L}$ is the identical operator. We also denote $\widetilde{V}_{1}=V_{1}$ for convenience.
On each subspace $\widetilde{V}_{l}, 2 \leq l \leq L$, let $R_{l}: \widetilde{V}_{l} \rightarrow \widetilde{V}_{l}$ be a symmetric positive definite smoothing operator. We assume that $R_{l}$ satisfies the following equivalence

$$
\begin{equation*}
\left(R_{l}^{-1} v, v\right)_{0, \rho} \simeq\left(h_{l}^{-2} v, v\right)_{0, \rho}, \quad \forall v \in \tilde{V}_{l} \tag{3.4}
\end{equation*}
$$

where $h_{l}^{-1}$ is a piecewise constant defined by the reciprocal of the diameters of the elements in $\mathcal{T}_{l}(\Omega)$. On the coarsest level, we use the exact solver, i.e., $R_{1}=A_{1}^{-1}$. Here $A_{1}$ is the operator satisfying $\left(A_{1} w, v\right)=a_{1}(w, v)$ for any $w, v$ in $V_{1}$.
Remark 3.1. The standard smoothers, both Jacobi and symmetric Gauss-Seidel smoothers, satisfy the equivalence (3.4) (see $[14,(5.1)]$ ). This can be obtained by the property of the basis function. Taking the Jacobi smoother for an example, we have

$$
\left(R_{l}^{-1} \widetilde{\phi}_{l}^{p}, \widetilde{\phi}_{l}^{q}\right)_{0, \rho}= \begin{cases}a_{l}\left(\widetilde{\phi}_{l}^{p}, \widetilde{\phi}_{l}^{q}\right), & p=q \in \mathcal{S}_{l}  \tag{3.5}\\ 0, & p, q \in \mathcal{S}_{l} \text { and } p \neq q\end{cases}
$$

Then, for any $v=\sum_{p \in \mathcal{S}_{l}} v^{p} \widetilde{\phi}_{l}^{p} \in \widetilde{V}_{l}$, it holds that

$$
\begin{aligned}
\left(R_{l}^{-1} v, v\right)_{0, \rho} & =\sum_{p, q \in \mathcal{S}_{l}}\left(R_{l}^{-1} v^{p} \widetilde{\phi}_{l}^{p}, v^{q} \widetilde{\phi}_{l}^{q}\right)_{0, \rho}=\sum_{p \in \mathcal{S}_{l}} a_{l}\left(v^{p} \widetilde{\phi}_{l}^{p}, v^{p} \widetilde{\phi}_{l}^{p}\right) \\
& \simeq \sum_{p \in \mathcal{S}_{l}}\left(h_{l}^{-2} v^{p} \widetilde{\phi}_{l}^{p}, v^{p} \widetilde{\phi}_{l}^{p}\right)_{0, \rho} \simeq\left(h_{l}^{-2} v, v\right)_{0, \rho},
\end{aligned}
$$

where in the third equality we have used $\left(\nabla \widetilde{\phi}_{l}^{p}, \nabla \widetilde{\phi}_{l}^{p}\right)_{0, \rho, \tau} \simeq\left(h_{\tau}^{-2} \widetilde{\phi}_{l}^{p}, \widetilde{\phi}_{l}^{p}\right)_{0, \rho, \tau}$ on each $\tau$.
Let $\tilde{A}_{l}: \widetilde{V}_{l} \rightarrow \widetilde{V}_{l}(1 \leq l \leq L)$ be the operator induced by $a_{l}(\cdot, \cdot)$ on $\widetilde{V}_{l}$, i.e.,

$$
\left(\tilde{A}_{l} w, v\right)_{0, \rho}=a_{l}(w, v), \quad \forall w, v \in \tilde{V}_{l}
$$

and $P_{l}, P_{l}^{0}: V_{L} \rightarrow \widetilde{V}_{l}(1 \leq l \leq L)$ be defined by

$$
a_{l}\left(P_{l} w, v\right)=a_{L}\left(u, I_{l} v\right), \quad\left(P_{l}^{0} w, v\right)_{0, \rho}=\left(u, I_{l} v\right)_{0, \rho}, \quad \forall w \in V_{L}, v \in \widetilde{V}_{l}
$$

It follows from the above definitions that $\tilde{A}_{l} P_{l}=P_{l}^{0} A_{L}$, where $A_{L}$ is the operator induced by $a_{L}(\cdot, \cdot)$ on $V_{L}$.

Then the local multilevel preconditioner $B_{L}$ for the mortar finite element method can be stated as

$$
\begin{equation*}
B_{L}=\sum_{l=1}^{L} I_{l} R_{l} \tilde{A}_{l} P_{l} A_{L}^{-1}=\sum_{l=1}^{L} I_{l} R_{l} P_{l}^{0} \tag{3.6}
\end{equation*}
$$

Remark 3.2. Here, we only introduce the local additive multilevel preconditioner. If we choose a suitable parameter $\mu_{l}$, such that there exists $\omega_{l}\left(0<\omega_{l}<2\right)$, which is independent of the jump in the coefficient, the mesh size and the mesh level, satisfying the stability of the local smoother:

$$
a_{L}\left(I_{l} v_{l}, I_{l} v_{l}\right) \leq \omega_{l}\left(\mu_{l} R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho}, \quad \forall v \in V_{l}
$$

we may also define an efficient local multiplicative multilevel preconditioner.

## 4. Analysis

In this section, we shall estimate the condition number of the preconditioned system. The following Poincaré type inequality (see [16, Theorem 3.1.1] or [24, Theroem 2.7.1]) is needed in the analysis.
Lemma 4.1. Let $L$ be a segment, $\mu$ be a piecewise linear function with non-vanishing average over $L$, then it holds for any $v$ in $H^{1}(L)$ that

$$
\begin{equation*}
\|v\|_{0, L} \lesssim C_{\mu} h_{L}\|\nabla v\|_{0, L}+\frac{1}{\left|\int_{L} \mu d \sigma\right|}\left|\int_{L} \mu v d \sigma\right| \tag{4.1}
\end{equation*}
$$

where $C_{\mu}=\frac{\int_{L}|\mu| d \sigma}{\left|\int_{L} \mu d \sigma\right|}$.
Proof. By density, it suffices to consider $v \in C^{\infty}(L) \cap H^{1}(L)$. The triangle inequality and the fundamental theorem of calculus yield

$$
\begin{aligned}
\int_{L} v^{2} d \sigma & \leq 2 \int_{L}\left(v-\frac{\int_{L} \mu v d s}{\int_{L} \mu d s}\right)^{2} d \sigma+2 \int_{L}\left(\frac{\int_{L} \mu v d s}{\int_{L} \mu d s}\right)^{2} d \sigma \\
& \leq 2 \frac{1}{\left(\int_{L} \mu d s\right)^{2}} \int_{L}\left(\int_{L} \mu(v(\sigma)-v(s)) d s\right)^{2} d \sigma+2 \frac{h_{L}}{\left(\int_{L} \mu d \sigma\right)^{2}}\left(\int_{L} \mu v d \sigma\right)^{2} \\
& \leq 2\left(\frac{\int_{L}|\mu| d s}{\int_{L} \mu d s}\right)^{2} h_{L}\left(\int_{L}|\nabla v| d \sigma\right)^{2}+2 \frac{h_{L}}{\left(\int_{L} \mu d \sigma\right)^{2}}\left(\int_{L} \mu v d \sigma\right)^{2} \\
& \lesssim C_{\mu}^{2} h_{L}^{2} \int_{L}|\nabla v|^{2} d \sigma+\frac{1}{\left(\int_{L} \mu d \sigma\right)^{2}}\left(\int_{L} \mu v d \sigma\right)^{2}
\end{aligned}
$$

This completes the proof of the lemma.
We show that the intergrid transfer operator is stable under the weighted $L^{2}$ norm and the energy norm.

Lemma 4.2. For any $v \in V_{l}$, the following inequalities hold:

$$
\begin{gather*}
\left\|I_{l} v\right\|_{0, \rho} \lesssim\|v\|_{0, \rho},  \tag{4.2}\\
\left\|I_{l} v\right\|_{a_{l+1}} \lesssim\|v\|_{a_{l}} . \tag{4.3}
\end{gather*}
$$

Proof. By the definition of $I_{l}$, we note that $I_{l} v \neq v$ only on the element $\tau \in \mathcal{T}_{l+1}(\Omega)$ whose boundary has nonempty intersection with the nonmortar side. We just need to discuss the stability on these elements.


Fig. 4.1. Elements associated with the nonmortar and mortar sides.

The intersection of the boundary of $\tau$ and the nonmortar side may be an edge, a node, two edges, or an edge and its opposite node (see Fig. 4.1 for an illustration). If the intersection is the edge denoted by $e$, i.e., $\partial \tau \cap \bar{\delta}=\bar{e}=\overline{p_{1} p_{2}}$, we denote $p_{3}$ the vertex opposite to $e, \tilde{e}=\overline{p_{\tilde{e}}^{1} p_{\tilde{e}}^{2}}$ the mortar side edge associated with $e$, and $\tau_{\tilde{e}}^{m}$ the mortar side element which takes $\tilde{e}$ as an edge.

It follows from the norm equivalence, the scaling argument and the definition of $I_{l}$ that

$$
\begin{align*}
\left\|I_{l} v\right\|_{0, \rho, \tau}^{2} & \simeq \rho_{\tau} h_{\tau}^{2} \sum_{k=1}^{3}\left(I_{l} v\left(p_{k}\right)\right)^{2} \\
& =\rho_{\tau} h_{\tau}^{2}\left(\left(v^{j}\left(p_{3}\right)\right)^{2}+\left(I_{l}^{i} v\left(p_{1}\right)\right)^{2}+\left(I_{l}^{i} v\left(p_{2}\right)\right)^{2}\right) \\
& \left.\lesssim\|v\|_{0, \rho, \tau}^{2}+\rho_{\tau} h_{e}^{2}\left(v^{i}\left(p_{\tilde{e}}^{1}\right)\right)^{2}+\left(v^{i}\left(p_{\tilde{e}}^{2}\right)\right)^{2}\right) \tag{4.4}
\end{align*}
$$

where $v^{i}=\left.v\right|_{\Omega_{i}}, v^{j}=\left.v\right|_{\Omega_{j}}$ associated with the corresponding mortar and nonmortar side subdomains $\Omega_{i}$ and $\Omega_{j}$. For the other cases, we can obtain similar inequalities by the same arguments.

Consequently, summing (4.4) over all the nonmortar side elements associated with the mortar side edge $\tilde{e}$, we have

$$
\begin{align*}
\sum_{\tau}\left\|I_{l} v\right\|_{0, \rho, \tau}^{2} & \lesssim \sum_{\tau}\|v\|_{0, \rho, \tau}^{2}+\sum_{e \subset \tilde{e}} \rho_{\tau_{e}^{n m}} h_{e}^{2}\left(\left(v^{i}\left(p_{\tilde{e}}^{1}\right)\right)^{2}+\left(v^{i}\left(p_{\tilde{e}}^{2}\right)\right)^{2}\right) \\
& \leq \sum_{\tau}\|v\|_{0, \rho, \tau}^{2}+\rho_{\tau_{\tilde{e}}^{m}} h_{\tilde{e}}^{2}\left(\left(v^{i}\left(p_{\tilde{e}}^{1}\right)\right)^{2}+\left(v^{i}\left(p_{\tilde{e}}^{2}\right)\right)^{2}\right) \lesssim \sum_{\tau}\|v\|_{0, \rho, \tau}^{2}+\|v\|_{0, \rho, \tau_{\tilde{e}}^{m}}^{2} \tag{4.5}
\end{align*}
$$

where $\tau_{e}^{n m}$ denotes the nonmortar side element taking $e$ as an edge, and in the second inequality we have used the fact that the coefficient on the mortar side subdomain is larger than the one on the nonmortar side subdomain. Then the inequality (4.2) follows form (4.5).

For the inequality (4.3), similarly, as the proof of (4.2), we consider the case that the edge $e$ is the intersection of the boundary of the element $\tau$ and the nonmortar side $\delta$ (see Fig. 4.1 for example). By the norm equivalence, the definition of $I_{l}$ and the triangle inequality, we derive that

$$
\begin{align*}
\left\|\nabla I_{l} v\right\|_{0, \rho, \tau}^{2} & \simeq \rho_{\tau}\left(\left(I_{l} v\left(p_{1}\right)-I_{l} v\left(p_{2}\right)\right)^{2}+\left(I_{l} v\left(p_{3}\right)-I_{l} v\left(p_{1}\right)\right)^{2}+\left(I_{l} v\left(p_{3}\right)-I_{l} v\left(p_{2}\right)\right)^{2}\right) \\
& =\rho_{\tau}\left(\left(v^{i}\left(p_{1}\right)-v^{i}\left(p_{2}\right)\right)^{2}+\left(v^{j}\left(p_{3}\right)-v^{i}\left(p_{1}\right)\right)^{2}+\left(v^{j}\left(p_{3}\right)-v^{i}\left(p_{2}\right)\right)^{2}\right) \\
& \lesssim \rho_{\tau}\left|\nabla v^{i}\right|_{e}^{2} h_{e}^{2}+\rho_{\tau} \sum_{k=1}^{2}\left(v^{j}\left(p_{k}\right)-v^{i}\left(p_{k}\right)\right)^{2}+\sum_{m, k=1}^{3} \rho_{\tau}\left(v^{j}\left(p_{m}\right)-v^{j}\left(p_{k}\right)\right)^{2} \\
& \lesssim \rho_{\tau}\left|\nabla v^{i}\right|_{e}^{2} h_{e}^{2}+\rho_{\tau} h_{e}^{-1}\left\|\left(v^{j}-v^{i}\right)\right\|_{0, e}^{2}+\|\nabla v\|_{0, \rho, \tau}^{2} \tag{4.6}
\end{align*}
$$

Let $s_{e}$ be the union of the edges in $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$ sharing at least one node with $e$, and $\psi_{e} \in M_{l}\left(\delta_{m(j)}\right)$ be the Lagrange multiplier basis function associated with one of the endpoints of $e$. Then, by the mortar condition, we have

$$
\int_{s_{e}}\left(v^{j}-v^{i}\right) \psi_{e} d \sigma=0
$$

which, together with Poincaré type inequality (4.1) ( $C_{\mu}=\frac{5}{3}$ ), yields

$$
h_{e}^{-1}\left\|\left(v^{j}-v^{i}\right)\right\|_{0, e}^{2} \lesssim h_{e}\left(\left\|\nabla v^{i}\right\|_{0, s_{e}}^{2}+\left\|\nabla v^{j}\right\|_{0, s_{e}}^{2}\right) .
$$

Consequently, we get

$$
\begin{align*}
\left\|\nabla I_{l} v\right\|_{0, \rho, \tau}^{2} & \lesssim \rho_{e} h_{e}\left(\left\|\nabla v^{i}\right\|_{0, s_{e}}^{2}+\left\|\nabla v^{j}\right\|_{0, s_{e}}^{2}\right)+\|\nabla v\|_{0, \rho, \tau}^{2} \\
& \lesssim\|\nabla v\|_{0, \rho, \tau}^{2}+\frac{h_{e}^{2}}{h_{\tilde{e}}^{2}}\|\nabla v\|_{0, \rho, \tau_{e}^{m}}^{2} \\
& \leq\|\nabla v\|_{0, \rho, \tau}^{2}+\frac{h_{e}}{h_{\tilde{e}}}\|\nabla v\|_{0, \rho, \tau_{\tilde{e}}^{m}}^{2} . \tag{4.7}
\end{align*}
$$

Here, we have used the fact that $\nabla v^{j}$ and $\nabla v^{i}$ are piecewise constants. For other nonmortar side elements, we can obtain (4.7) similarly. The proof of (4.3) is completed by summing (4.7) over all the nonmortar side elements $\tau$.

To get a stable space decomposition, we introduce a quasi-interpolation from the finest space $V_{L}$ to the coarser space $V_{l}$. Let $\Pi_{l}^{i}$ be the Scott-Zhang [20] interpolation operator defined on $\mathcal{T}_{l}\left(\Omega_{i}\right):$

$$
\begin{equation*}
\Pi_{l}^{i} v=\sum_{p \in \mathcal{N}_{l}\left(\bar{\Omega}_{i}\right)} \int_{\sigma_{p}^{l}} \varphi_{l}^{p} v d x \phi_{l}^{p}, \quad \forall v \in H^{1}\left(\Omega_{i}\right) \tag{4.8}
\end{equation*}
$$

where $\phi_{l}^{p}$ and $\varphi_{l}^{p}$ denote the $P_{1}$ basis function and its dual associated with the node $p, \sigma_{l}^{p}$ is an edge of $\mathcal{T}_{l}\left(\Omega_{i}\right)$ defined as follows (see [10, 27]):

1. If the node $p \in \mathcal{N}_{l}\left(\bar{\Omega}_{i}\right) \cap \mathcal{N}_{l-1}\left(\bar{\Omega}_{i}\right)(l>1)$ satisfying $\phi_{l}^{p}=\phi_{l-1}^{p}$, we choose the edge $\sigma_{l}^{p}=\sigma_{l-1}^{p} ;$
2. If $p$ is other node in $\mathcal{N}_{l}\left(\bar{\Omega}_{i}\right), \sigma_{l}^{p}$ is an edge with one endpoint at $p$.

By the definition of $\Pi_{l}^{i}$, we introduce an operator $\Pi_{l}: V_{L} \rightarrow W_{l} \subset V_{l}$ as follows.

$$
\left(\Pi_{l} v\right)(p)= \begin{cases}\left(\Pi_{l}^{i} v\right)(p), & \text { if } p \in \mathcal{N}_{l}\left(\Omega_{i}\right) \cup \mathcal{N}_{l}\left(\gamma_{m(i)}\right) \cup \mathcal{N}_{l}\left(\delta_{m(j)}\right),  \tag{4.9}\\ v(p), & \text { if } p \in \mathcal{C}\end{cases}
$$

Lemma 4.3. For any $v \in V_{L}$, we have the following approximations

$$
\begin{align*}
& \left\|h_{l}^{-1}\left(v-\Pi_{l} v\right)\right\|_{0, \rho}^{2} \lesssim \max _{e \in \mathcal{T}_{l}(\gamma)}\left(\frac{N_{l}^{e}}{J_{e}^{\rho}},\left|\log h_{\min }^{c}\right|\right)\|v\|_{a_{L}}^{2}  \tag{4.10}\\
& \left\|v-\Pi_{l} v\right\|_{a_{L}}^{2} \lesssim \max _{e \in \mathcal{T}_{l}(\gamma)}\left(\frac{N_{l}^{e}}{J_{e}^{\rho}},\left|\log h_{\min }^{c}\right|\right)\|v\|_{a_{L}}^{2} \tag{4.11}
\end{align*}
$$

where $h_{\min }^{c}$ denotes the minimum size of elements around the cross points.
Proof. We only give the proof for the first inequality, and it is similar for the second one.
We note that $\Pi_{l}$ is just the standard Scott-Zhang operator when restricted to the element $\tau \in \mathcal{T}_{l}(\Omega)$ satisfying $\partial \tau \cap(\delta \cup \mathcal{C})=\emptyset$, and it holds for these elements that ([20])

$$
\begin{equation*}
\left\|h_{l}^{-1}\left(v-\Pi_{l} v\right)\right\|_{0, \rho, \tau} \lesssim|v|_{1, \rho, \omega_{\tau}} . \tag{4.12}
\end{equation*}
$$

Here $\omega_{\tau}$ denotes the union of the elements in the same subdomain which share at least a node with $\tau$.

If there is an edge $e$ of $\tau$ on the nonmortar side $\delta_{m(j)}$ (see Fig. 4.1), by the triangle inequality, the norm equivalence and the definition of $\Pi_{l}$, we deduce that

$$
\begin{align*}
\left\|h_{l}^{-1}\left(v-\Pi_{l} v\right)\right\|_{0, \rho, \tau}^{2} & \lesssim\left\|h_{l}^{-1}\left(v-\Pi_{l}^{j} v\right)\right\|_{0, \rho, \tau}^{2}+\left\|h_{l}^{-1}\left(\Pi_{l}^{j} v-\Pi_{l} v\right)\right\|_{0, \rho, \tau} \\
& \lesssim|v|_{1, \rho, \omega_{\tau}}^{2}+\rho_{\tau} \sum_{k=1}^{2}\left(\Pi_{l}^{j} v\left(p_{k}\right)-\Pi_{l} v\left(p_{k}\right)\right)^{2} \tag{4.13}
\end{align*}
$$

We next estimate the second term of (4.13). If $p_{k} \in \mathcal{N}_{l}\left(\delta_{m(j)}\right)$ is a nonmortar side node, it holds for the corresponding Lagrange multiplier basis function $\psi_{m(j)}^{p_{k}} \in M_{l}\left(\delta_{m(j)}\right)$ that

$$
\begin{equation*}
\bar{v}_{p_{k}} \triangleq \int_{s_{p_{k}}} v^{j} \psi_{m(j)}^{p_{k}} d s=\int_{s_{p_{k}}} v^{i} \psi_{m(j)}^{p_{k}} d s \tag{4.14}
\end{equation*}
$$

where $s_{p_{k}}$ is the union of the edges in $\mathcal{T}_{l}\left(\delta_{m(j)}\right)$ sharing $p_{k}$ as an endpoint. Using the Schwarz inequality, the scaling argument, and the Poincaré type inequality (4.1), we have

$$
\begin{align*}
\left(\Pi_{l}^{j} v\left(p_{k}\right)-\Pi_{l} v\left(p_{k}\right)\right)^{2} & \lesssim\left(\Pi_{l}^{j} v\left(p_{k}\right)-\bar{v}_{p_{k}}\right)^{2}+\left(\bar{v}_{p_{k}}-\Pi_{l}^{i} v\left(p_{k}\right)\right)^{2} \\
& \lesssim\left(\Pi_{l}^{j} v\left(p_{k}\right)-\bar{v}_{p_{k}}\right)^{2}+\sum_{s=1}^{2}\left(\left(\bar{v}_{p_{k}}-\Pi_{l}^{i} v\left(p_{\tilde{e}}^{s}\right)\right)^{2}\right. \\
& \lesssim h_{\tau}^{-2}\left\|\Pi_{l}^{j} v-\bar{v}_{p_{k}}\right\|_{0, \tau}^{2}+h_{\tilde{e}}^{-2}\left\|\bar{v}_{p_{k}}-\Pi_{l}^{i} v\right\|_{0, \tau_{e}^{m}}^{2} \\
& =h_{\tau}^{-2}\left\|\Pi_{l}^{j}\left(v-\bar{v}_{p_{k}}\right)\right\|_{0, \tau}^{2}+h_{\tilde{e}}^{-2}\left\|\Pi_{l}^{i}\left(\bar{v}_{p_{k}}-v\right)\right\|_{0, \tau_{\tilde{e}}^{m}}^{2} \\
& \lesssim\|\nabla v\|_{0, \omega_{\tau}}^{2}+\|\nabla v\|_{0, \omega_{\tau}^{m}}^{2}, \tag{4.15}
\end{align*}
$$

where $p_{\tilde{e}}^{s}, s=1,2$, are the endpoints of the mortar side edge $\tilde{e}$ associated with $e$.

If $p_{k} \in \mathcal{C}$ is a cross point, $\bar{v}:=\frac{1}{|\tau|} \int_{\tau} v d s$, by the triangle inequality, the Sobolev inequality (see [24, Lemma 10.1.1]), the Poincaré inequality and the scaling argument, we obtain

$$
\begin{align*}
\left(\left(\Pi_{l}^{j} v-\Pi_{l} v\right)\left(p_{k}\right)\right)^{2} & \lesssim\left(\left(\Pi_{l}^{j} v\left(p_{c}\right)-\bar{v}\right)^{2}+\left(\left(\bar{v}-v\left(p_{k}\right)\right)\right)^{2}\right. \\
& \lesssim h_{\tau}^{-2}\left\|\Pi_{l}^{j} v-\bar{v}\right\|_{0, \tau}^{2}+\|\bar{v}-v\|_{\infty, \tau}^{2} \\
& \lesssim\|\nabla v\|_{0, \omega_{\tau}}^{2}+\left|\log h_{\min }^{c}\right|\|\nabla v\|_{0, \tau}^{2} . \tag{4.16}
\end{align*}
$$

Then, the inequality (4.10) follows from (4.12), (4.15) and (4.16).

Lemma 4.4. For any $v \in V_{L}$, there exists one decomposition of $v$

$$
\begin{equation*}
v=\sum_{l=1}^{L} I_{l} v_{l}, v_{l} \in \widetilde{V}_{l} \tag{4.17}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\left\|v_{1}\right\|_{a_{1}}^{2}+\sum_{l=2}^{L}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho} \lesssim \Lambda\|v\|_{a_{L}}^{2} \tag{4.18}
\end{equation*}
$$

where $\Lambda=\max _{e \in \cup_{l} \mathcal{T}_{l}(\gamma)}\left(\frac{N_{l}^{e}}{J_{e}^{e}},\left|\log h_{\text {min }}^{c}\right|\right)$.
Proof. For any $v \in V_{L}$, we choose a decomposition satisfying $v_{L}=v-\Pi_{L-1} v \in V_{L}$, $v_{l}=\left(\Pi_{l}-\Pi_{l-1}\right) v \in W_{l}, 2 \leq l \leq L-1, v_{1}=\Pi_{1} v \in W_{1}$. Since $W_{l} \subset W_{L} \subset V_{L}$, it is true that

$$
\begin{equation*}
v=\sum_{l=1}^{L} v_{l}=\sum_{l=1}^{L} I_{l} v_{l} \tag{4.19}
\end{equation*}
$$

By the definition of $\Pi_{l}$, we have

$$
\begin{array}{ll}
\left(\Pi_{l} v\right)(p)=\left(\Pi_{l-1} v\right)(p), & \forall p \in \widetilde{\mathcal{N}}_{l} \backslash \mathcal{S}_{l}, 2 \leq l<L \\
\left(\Pi_{L-1} v\right)(p)=v(p), & \forall p \in \widetilde{\mathcal{N}}_{L} \backslash \mathcal{S}_{L}
\end{array}
$$

Consequently, $v_{l} \in \widetilde{V}_{l}$ and the decomposition (4.17) is true.
Next we show that the decomposition is stable with the constant $\Lambda$. By (3.4), we have

$$
\begin{equation*}
\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho} \simeq \sum_{p \in \mathcal{S}_{l}}\left\|h_{l}^{-1} v_{l}^{p}\right\|_{0, \rho}^{2} \tag{4.20}
\end{equation*}
$$

where $v_{l}^{p}=\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p) \widetilde{\phi}_{l}^{p}, 1<l<L$, and $v_{L}^{p}=\left(v-\Pi_{L-1} v\right)(p) \widetilde{\phi}_{L}^{p}$.
If $p \in \mathcal{S}_{l} \backslash\left(\mathcal{N}_{l}(\gamma) \cap \mathcal{C}\right)$ is the node in $\Omega_{i}$ on which the smoother is performed, it follows from directly calculations that

$$
\begin{align*}
\left\|h_{l}^{-1} v_{l}^{p}\right\|_{0, \rho}^{2} & =\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2}\left\|\left(h_{l}^{-1} \rho\right)^{\frac{1}{2}} \widetilde{\phi}_{l}^{p}\right\|_{0, \omega_{p}}^{2} \\
& \simeq \rho_{\omega_{p}}\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2}, \tag{4.21}
\end{align*}
$$

where $\omega_{p}$ is the union of the elements in $\mathcal{T}_{l}\left(\Omega_{i}\right)$ sharing $p$ as a vertex.

If $p \in \mathcal{S}_{l} \cap \mathcal{N}_{l}(\gamma)$ is one of the mortar side nodes on which the smoother is carried out, $\Omega_{i}$ and $\Omega_{j}$ are the mortar and nonmortar side subdomains associated with $p$, then,

$$
\begin{align*}
\left\|h_{l}^{-1} v_{l}^{p}\right\|_{0, \rho}^{2} & =\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2} \int_{\Omega} \rho h_{l}^{-2}\left|\widetilde{\phi}_{l}^{p}\right|^{2} d x \\
& =\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2}\left(\rho_{p}^{m} \int_{\Omega_{i}} h_{l}^{-2}\left|\widetilde{\phi}_{l}^{p}\right|^{2} d x+\rho_{p}^{n m} \int_{\Omega_{j}} h_{l}^{-2}\left|\widetilde{\phi}_{l}^{p}\right|^{2} d x\right) \\
& \lesssim\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2}\left(\rho_{p}^{m}+\rho_{p}^{n m} n_{p}^{n m}\right) . \tag{4.22}
\end{align*}
$$

Here $\rho_{p}^{m}$ and $\rho_{p}^{n m}$ denote the coefficients on the mortar and nonmortar side subdomains associated with $p$, and $n_{p}^{n m}$ indicates the number of the corresponding nonmortar side edges.

If $p \in \mathcal{S}_{l} \cap \mathcal{C}$ is a cross point, we note that $\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)$ vanishes by the definition of $\Pi_{l}$. Then it follows from the inequalities (4.20)-(4.22) that

$$
\begin{align*}
& \sum_{l=2}^{L-1}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho} \\
= & \sum_{l=2}^{L-1}\left(\sum_{p \in \mathcal{S}_{l} \backslash \mathcal{N}_{l}(\gamma)}\left\|h_{l}^{-1} v_{l}^{p}\right\|_{0, \rho}^{2}+\sum_{p \in \mathcal{S}_{l} \cap \mathcal{N}_{l}(\gamma)}\left\|h_{l}^{-1} v_{l}^{p}\right\|_{0, \rho}^{2}\right) \\
\lesssim & \sum_{l=2}^{L-1} \sum_{p \in \mathcal{S}_{\backslash} \backslash \mathcal{N}_{l}(\gamma)} \rho_{\omega_{p}}\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2} \\
& \quad+\sum_{l=2}^{L-1} \sum_{p \in \mathcal{S}_{l} \cap \mathcal{N}_{l}(\gamma)}\left(\rho_{p}^{m}\left(1+n_{p}^{n m} \frac{\rho_{p}^{n m}}{\rho_{p}^{m}}\right)\left|\left(\left(\Pi_{l}-\Pi_{l-1}\right) v\right)(p)\right|^{2}\right) \\
\leq & \max _{e \in \cup_{l} \mathcal{T}_{l}(\gamma)}\left(1+\frac{N_{l}^{e}}{J_{e}^{\rho}}\right) \sum_{i=1}^{N} \rho_{\Omega_{i}} \sum_{l=2}^{L-1} \sum_{p \in \mathcal{S}_{l} \cap \mathcal{N}_{l}\left(\bar{\Omega}_{i}\right)}\left|\left(\left(\Pi_{l}^{i}-\Pi_{l-1}^{i}\right) v\right)(p)\right|^{2} . \tag{4.23}
\end{align*}
$$

On each subdomain $\Omega_{i}$, using the standard stability of space decomposition on local multilevel methods for the $P_{1}$ conforming element method (see, e.g., Theorem 3.5 in [10]), we have

$$
\begin{equation*}
\sum_{l=2}^{L-1} \sum_{p \in \mathcal{S}_{l} \cap \mathcal{N}_{l}\left(\bar{\Omega}_{i}\right)}\left|\left(\left(\Pi_{l}^{i}-\Pi_{l-1}^{i}\right) v\right)(p)\right|^{2} \lesssim\|\nabla v\|_{0, \Omega_{i}}^{2} \tag{4.24}
\end{equation*}
$$

and consequently obtain

$$
\begin{equation*}
\sum_{l=2}^{L-1}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho} \lesssim \max _{e \in \cup_{l} \mathcal{T}_{l}(\gamma)}\left(1+\frac{N_{l}^{e}}{J_{e}^{\rho}}\right)\|v\|_{a_{L}}^{2} \tag{4.25}
\end{equation*}
$$

which, together with Lemma 4.3 and the definition of $R_{1}$, yields (4.18).

Lemma 4.5. We have the following global strengthened Cauchy-Schwarz inequality

$$
\begin{equation*}
\sum_{l=1}^{L} \sum_{k=1}^{l-1} a_{L}\left(I_{l} v_{l}, I_{k} w_{k}\right) \lesssim\left(\sum_{l=1}^{L}\left\|I_{l} v_{l}\right\|_{a_{l}}^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{L}\left\|I_{k} w_{k}\right\|_{a_{k}}^{2}\right)^{\frac{1}{2}}, \quad \forall v_{l} \in \widetilde{V}_{l}, w_{k} \in \widetilde{V}_{k} \tag{4.26}
\end{equation*}
$$

Proof. The main idea of the proof is to classify the elements according to the mesh size, and to use the technique of the strengthened Cauchy-Schwarz inequality on uniform grid.

For each element $\tau \in \mathcal{T}_{l}(\Omega)$, let $g(\tau)$ be the refined times of $\tau$ from $T_{1} \in \mathcal{T}_{1}(\Omega)$. It is reasonable to assume that there exists $\theta, 0<\theta<1$, which only depends on the shape regularity of the mesh, satisfying ([13])

$$
\begin{equation*}
h_{T_{1}} \theta^{g(\tau)} \lesssim h_{\tau} \lesssim h_{T_{1}} \theta^{g(\tau)} . \tag{4.27}
\end{equation*}
$$

Let $\mathcal{N}_{l}(\tau) \subset \widetilde{\mathcal{N}}_{l}$ be the set of the free nodes associated with $\tau$, i.e., $\mathcal{N}_{l}(\tau)=\left\{p \in \widetilde{\mathcal{N}}_{l}, \tau \subset \operatorname{supp} \widetilde{\phi}_{l}^{p}\right\}$ (see Fig. 4.2 for an illustration). We note that $v_{l} \in \widetilde{V}_{l}$ can be rewritten as the summation of the functions associated with each node in $\mathcal{S}_{l}$, i.e., $v_{l}=\sum_{p \in \mathcal{S}_{l}} v_{l}^{p}, v_{l}^{p} \in \operatorname{span}\left\{\widetilde{\phi}_{l}^{p}\right\} . v_{l}$ can also be rewritten as the summation of the functions corresponding to the refined times, that is

$$
v_{l}=\sum_{m=0}^{\infty} \sum_{\substack{\tau \in \mathcal{T}_{l}(\Omega) \backslash \mathcal{T}_{l-1}(\Omega) \\ g(\tau)=m}} \sum_{p \in \mathcal{N}_{l}(\tau)} \tilde{v}_{l}^{p}
$$

where

$$
\tilde{v}_{l}^{p}=\left\{\begin{array}{cc}
v_{l}^{p} / N_{l}(p), & \text { if } p \in \mathcal{S}_{l}, \\
0, & \text { else },
\end{array}\right.
$$

with $N_{l}(p)$ the number of the elements in $\mathcal{T}_{l}(\Omega) \backslash \mathcal{T}_{l-1}(\Omega)$ and the support of $\widetilde{\phi}_{p}^{l}$.


Fig. 4.2. An illustration of $\mathcal{N}(\tau)$.

Similarly, we rewrite $w_{k}$ as

$$
w_{k}=\sum_{n=0}^{\infty} \sum_{\substack{(\Omega) \backslash \mathcal{T}_{k-1}(\Omega) \\ g(\kappa)=n}} \sum_{\substack{ \\\kappa \in \mathcal{N}_{k}(\kappa)}} \tilde{w}_{k}^{q}
$$

Without loss of generality, we assume $m \leq n$. Let

$$
\widetilde{w}_{n}=\sum_{k=1}^{l-1} \sum_{\substack{k \in \mathcal{T}_{k}(\Omega) \backslash \mathcal{T}_{k-1}(\Omega) \\ g(\kappa)=n}} \sum_{q \in \mathcal{N}_{k}(\kappa)} I_{k} \tilde{w}_{k}^{q} .
$$

For each $p \in \mathcal{N}_{l}(\tau) \cap \mathcal{N}_{l}\left(\bar{\Omega}_{i}\right)$ with $\tau \in \mathcal{T}_{l}\left(\Omega_{i}\right) \backslash \mathcal{T}_{l-1}\left(\Omega_{i}\right)$ and $g(\tau)=m$, using (3.2.16) in [10], we have

$$
\begin{align*}
& \int_{\Omega_{i}} \nabla\left(I_{l} \tilde{v}_{l}^{p}\right) \cdot \nabla \widetilde{w}_{n} d x \\
\lesssim & \theta^{\frac{n-m}{2}}\left\|\nabla I_{l} \tilde{v}_{l}^{p}\right\|_{0, \omega_{l, i}^{p}}\left(\sum_{k=1}^{l-1} \sum_{\substack{\kappa \in \mathcal{T}_{k}\left(\Omega_{i}\right) \backslash \mathcal{T}_{k-1}\left(\Omega_{i}\right) \\
g(\kappa)=n}} \sum_{\substack{ \\
\mathcal{N}_{k}(\kappa) \cap \mathcal{N}_{k}\left(\bar{\Omega}_{i}\right)}}\left\|\nabla I_{k} \tilde{w}_{k}^{q}\right\|_{0, \omega_{k, i}^{q}}^{2}\right)^{\frac{1}{2}}, \tag{4.28}
\end{align*}
$$

with $\omega_{l, i}^{p}=\operatorname{supp}\left(I_{l} \tilde{v}_{l}^{p}\right) \cap \Omega_{i}$ and $\omega_{k, i}^{q}=\operatorname{supp}\left(I_{k} \tilde{w}_{k}^{q}\right) \cap \Omega_{i}$. It is derived by multiplying $\rho$ both sides of the above inequality and summing over all $\Omega_{i}$ that

$$
\begin{align*}
& a_{L}\left(I_{l} v_{l}^{p}, \widetilde{w}_{n}\right) \\
\lesssim & \theta^{\frac{n-m}{2}}\left\|\nabla I_{l} v_{l}^{p}\right\|_{0, \rho, \omega_{l}^{p}}\left(\sum_{k=1}^{l-1} \sum_{\substack{\left.\left.\kappa \in \mathcal{T}_{k}(\Omega) \backslash \mathcal{T}_{k-1}(\Omega)\right)\right) \\
g(\kappa)=n}} \sum_{q \in \mathcal{N}_{k}(\kappa)}\left\|\nabla I_{k} \tilde{w}_{k}^{q}\right\|_{0, \rho, \omega_{k}^{q}}^{2}\right)^{\frac{1}{2}} \tag{4.29}
\end{align*}
$$

where $\omega_{l}^{p}=\operatorname{supp}\left(I_{l} \tilde{v}_{l}^{p}\right)$ and $\omega_{k}^{q}=\operatorname{supp}\left(I_{k} \tilde{w}_{k}^{q}\right)$. Then the proof is completed by summing (4.29) over all $p$ in $\mathcal{N}_{l}(\tau), \tau$, and the refined times $m$, and using the fact that the spectral radius of $\left\{\theta^{|m-n| / 2}\right\}_{m, n}$ is bounded.

By the stable decomposition Lemma 4.4, the strengthened Cauchy-Schwarz inequality (4.26), and using the classical Schwarz framework, we have the following bound of the condition number of the preconditioned system.

Theorem 4.1. For any $v \in V_{L}$, the inequalities

$$
\begin{equation*}
\left(A_{L} v, v\right)_{0, \rho} \lesssim\left(B_{L}^{-1} v, v\right)_{0, \rho},\left(B_{L}^{-1} v, v\right)_{0, \rho} \lesssim \Lambda\left(A_{L} v, v\right)_{0, \rho} \tag{4.30}
\end{equation*}
$$

are true, consequently, the condition number of the preconditioned system $B_{L} A_{L}$ can be bounded as

$$
\begin{equation*}
\kappa\left(B_{L} A_{L}\right) \lesssim \Lambda, \tag{4.31}
\end{equation*}
$$

where $\Lambda$ is the parameter defined in (4.18).
Proof. Our proof is based on the following equivalence (see Lemma 2.5 in [21]):

$$
\begin{equation*}
\left(B_{L}^{-1} v, v\right)_{0, \rho}=\inf _{\substack{v_{l} \in \widetilde{V}_{l} \\ v=\sum_{l=1}^{L} I_{l} v_{l}}}\left(\left\|v_{1}\right\|_{a_{1}}^{2}+\sum_{l=2}^{L}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho}\right) \tag{4.32}
\end{equation*}
$$

The second inequality of (4.30) follows from (4.32) and (4.18). We next prove the first inequality of (4.30). For any decomposition $v=\sum_{l=1}^{L} I_{l} v_{l}, v_{l} \in \widetilde{V}_{l}$, by Lemma 4.5 , the inverse inequality, and the stability of $I_{l}$, we deduce that

$$
\begin{align*}
a_{L}(v, v) & =\sum_{k, l=1}^{L} a_{L}\left(I_{l} v_{l}, I_{k} v_{k}\right) \leq 2 \sum_{l=1}^{L} \sum_{k=1}^{l} a_{L}\left(I_{l} v_{l}, I_{k} v_{k}\right) \\
& \lesssim \sum_{l=1}^{L}\left\|I_{l} v_{l}\right\|_{a_{L}}^{2} \lesssim\left\|I_{1} v_{1}\right\|_{a_{L}}^{2}+\sum_{l=2}^{L}\left\|h_{l}^{-1} I_{l} v_{l}\right\|_{0, \rho}^{2} \\
& \lesssim a_{1}\left(v_{1}, v_{1}\right)+\sum_{l=2}^{L}\left(h_{l}^{-2} v_{l}, v_{l}\right)_{0, \rho} \simeq a_{1}\left(v_{1}, v_{1}\right)+\sum_{l=2}^{L}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho} \tag{4.33}
\end{align*}
$$

Due to the arbitrariness of the decomposition and (4.32), we obtain

$$
\begin{equation*}
a_{L}(v, v) \lesssim \inf _{\substack{v_{l} \in \widetilde{\widetilde{l}}_{l} \\ v=\sum_{l=1}^{L} I_{l} v_{l}}} \sum_{l=1}^{L}\left(R_{l}^{-1} v_{l}, v_{l}\right)_{0, \rho}=\left(B^{-1} v, v\right)_{0, \rho} \tag{4.34}
\end{equation*}
$$

## 5. Numerical Experiments

In this section we present a numerical result to illustrate the performance of our local multilevel preconditioner. The implementation is based on the FFW toolbox [6].


Fig. 5.1. The domain $\Omega$.

The test problem is posed on the domain $\Omega=[0,1]^{2}$ with the piecewise constant coefficient. We choose the solution

$$
u(x, y)=\frac{1}{\rho}(y-x)(1-x-y)(x-0.5)^{2}(y-0.5)^{2}
$$

with the corresponding right-hand side $f$ and the Dirichlet boundary condition imposed on $\partial \Omega$, where $\rho$ equals 1 on $\Omega_{1}:=\{(x, y) \in \Omega \mid x<y<1-x\}$ and $\Omega_{3}:=\{(x, y) \in \Omega \mid y<x<1-x\}$,


Fig. 5.2. The adaptive mesh after 12 refinements.
and takes different values $\rho=10^{i}$ on $\Omega_{2}:=\{(x, y) \in \Omega \mid x>y>1-x\}$ and $\Omega_{4}:=\{(x, y) \in$ $\Omega \mid 1-y<x<y\}$ (see Fig. 5.1).

In the adaptive algorithm, we start with the initial triangulation $\mathcal{T}_{1}(\Omega)=\left\{\Omega_{i}\right\}$, and use the newest vertex bisection algorithm in each subdomain based on the error estimator introduced in [23]. We note that the mesh is not required to match across the subdomains interface. In Fig. 5.2, we draw the adaptive mesh after 12 refinements when the jump of the coefficient is $10^{4}$.

Table 5.1: The iteration number and the condition number.

| $L$ | $i=2$ | $i=4$ | $i=6$ | $i=8$ |
| :--- | :--- | :--- | :--- | :--- |
| 8 | $25(10.42)$ | $23(10.62)$ | $23(10.61)$ | $23(10.62)$ |
| 9 | $25(10.5)$ | $24(10.73)$ | $23(10.57)$ | $23(10.61)$ |
| 10 | $26(10.48)$ | $23(10.57)$ | $24(10.61)$ | $23(10.57)$ |
| 11 | $26(10.5)$ | $27(10.7)$ | $29(10.74)$ | $24(10.61)$ |
| 12 | $27(10.52)$ | $27(10.69)$ | $29(10.74)$ | $33(10.78)$ |
| 13 | $27(10.57)$ | $27(10.67)$ | $29(10.7)$ | $30(10.76)$ |
| 14 | $27(10.59)$ | $24(10.56)$ | $24(10.56)$ | $33(10.79)$ |
| 15 | $27(10.53)$ | $28(10.7)$ | $32(10.79$ | $33(10.8))$ |
| 16 | $27(10.51)$ | $28(10.63)$ | $32(10.78)$ | $33(10.8)$ |
| 17 | $27(10.48)$ | $28(10.67)$ | $32(10.79)$ | $25(10.55)$ |
| 18 | $27(10.46)$ | $28(10.65)$ | $32(10.79)$ | $34(10.81)$ |
| 19 | $29(10.49)$ | $28(10.63)$ | $32(10.78)$ | $33(10.8)$ |
| 20 | $27(10.42)$ | $30(10.69)$ | $32(10.77)$ | $33(10.8)$ |

For the local multilevel preconditioner, we use one symmetric Gauss-Seidel iteration as the smoother on each fine level, and the exact solver on the coarsest level. In Tables 5.1, we list the number of iterations, the condition numbers $\kappa\left(B_{L} A_{L}\right)$ with different jumps and mesh levels. From the table, we can see that the method is quite robust with respect to the jump in the coefficient, the mesh level, and the mesh size. This is consistent with our theoretical results.
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