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#### Abstract

In this paper, by exploiting the special block and sparse structure of the coefficient matrix, we present a new preconditioning strategy for solving large sparse linear systems arising in the time-dependent distributed control problem involving the heat equation with two different functions. First a natural order-reduction is performed, and then the reducedorder linear system of equations is solved by the preconditioned MINRES algorithm with a new preconditioning techniques. The spectral properties of the preconditioned matrix are analyzed. Numerical results demonstrate that the preconditioning strategy for solving the large sparse systems discretized from the time-dependent problems is more effective for a wide range of mesh sizes and the value of the regularization parameter.
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## 1. Introduction

In this paper, we focus on preconditioned iterative methods for solving the large linear system arising in the time-dependent distributed control problem involving the heat equation. Specifically, we consider the following distributed control of the heat equations:

$$
\begin{align*}
& \min _{y, u} J(y, u) \\
& \text { subject to }\left\{\begin{array}{l}
\frac{\partial y}{\partial t}-\nabla^{2} y=u, \quad \text { for }(x, t) \in \Omega \times(0, T) \\
y=f, \quad \text { on } \partial \Omega \times(0, T) \\
y=y_{0}, \quad \text { at } t=0
\end{array}\right. \tag{1.1}
\end{align*}
$$

for certain functional $J(y, u)$, where $f$ and $y_{0}$ depend maybe on $x$ but not on $t$. Two target functionals to be considered in this paper are

$$
J_{1}(y, u)=\frac{1}{2} \int_{0}^{T} \int_{\Omega}(y(x, t)-\bar{y}(x, t))^{2} d \Omega d t+\frac{\beta}{2} \int_{0}^{T} \int_{\partial \Omega}(u(x, t))^{2} d \Omega d t
$$

[^0]and
$$
J_{2}(y, u)=\frac{1}{2} \int_{\Omega}(y(x, T)-\bar{y}(x))^{2} d \Omega+\frac{\beta}{2} \int_{0}^{T} \int_{\partial \Omega}(u(x, t))^{2} d \Omega d t
$$

Here $y, u, \bar{y}$ and $p$ are vectors corresponding to the state, control, desired state and adjoint at all time steps $1,2, \cdots, N_{t}$, respectively, and $\beta$ is the regularization parameter.

By the way of $J(y, u)=J_{1}(y, u)$ being applied the discretize-then-optimize approach ([20,34]), which discretizes this problem with equal-order finite element basis functions for $y, u$, and the adjoint variable $p$, results in the linear system ([34])

$$
\left(\begin{array}{ccc}
\tau \mathcal{M}_{1 / 2} & 0 & \mathcal{K}^{T}  \tag{1.2}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M}_{1,1} \\
\mathcal{K} & -\tau \mathcal{M}_{1,1} & 0
\end{array}\right)\left(\begin{array}{l}
y \\
u \\
p
\end{array}\right)=\left(\begin{array}{c}
\tau \mathcal{M}_{1,1} \bar{y} \\
0 \\
d
\end{array}\right)
$$

where $\mathcal{K}, \mathcal{M}_{1 / 2}$ and $\mathcal{M}_{1,1}$ are all matrices in $\mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)}$, and

$$
\begin{gathered}
\mathcal{K}=\left(\begin{array}{ccccc}
M+\tau K & & & \\
-M & M+\tau K & & \\
& \ddots & \ddots & & \\
& & -M & M+\tau K & \\
& & & -M & M+\tau K
\end{array}\right) \\
\mathcal{M}_{1 / 2}=\left(\begin{array}{ccccc}
\frac{1}{2} M & & & \\
& M & & \\
& & \ddots & & \\
& & & M & \\
& & & \frac{1}{2} M
\end{array}\right), \quad d=\left(\begin{array}{c}
\mathcal{M}_{1,1} y_{0}+c \\
c \\
\vdots \\
c \\
c
\end{array}\right)
\end{gathered}
$$

Here and in the following, $I$ denotes the identity matrix. Denote by

$$
\begin{aligned}
& \mathcal{M}_{2}:=\left(\begin{array}{cccccc}
2 M & & & & \\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & 2 M
\end{array}\right), \quad \mathcal{I}_{s}:=\left(\begin{array}{lllll}
s I & & & \\
& I & & \\
& & \ddots & \\
& & & I & \\
& & & & s I
\end{array}\right), \\
& \mathcal{M}_{\gamma, \delta}:=\left(\begin{array}{llllll}
\gamma M & & & & & \\
& \gamma M & & & \\
& & & \ddots & & \\
& & & & \gamma M & \\
& & & & & \\
& & & \\
& & &
\end{array}\right) \in \mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)},
\end{aligned}
$$

where $s=\frac{1}{2}$ or 2 . In the above, $N_{t}$ is the number of time steps of (constant) size $\tau$ used to discretize the PDEs, $c$ the boundary conditions of the PDEs and $M$ a finite element mass matrix and $K$ a stiffness matrix on $\Omega$, which are of the dimension $n \times n$ with $n$ being the degrees of freedom of the finite element approximation.

If $J(y, u)=J_{1}(y, u)$ is alternatively used in the optimize-then-discretize approach, the linear
system (1.2) becomes

$$
\left(\begin{array}{ccc}
\tau \mathcal{M}_{1,0} & 0 & \mathcal{K}^{T}  \tag{1.3}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M}_{1,1} \\
\mathcal{K} & -\tau \mathcal{M}_{1,1} & 0
\end{array}\right)\left(\begin{array}{l}
y \\
u \\
p
\end{array}\right)=\left(\begin{array}{c}
\tau \mathcal{M}_{1,0} \bar{y} \\
0 \\
d
\end{array}\right)
$$

If $J(y, u)=J_{2}(y, u)$, using the discretize-then-optimal approach, the linear system becomes

$$
\left(\begin{array}{ccc}
\tau \mathcal{M}_{0,1} & 0 & \mathcal{K}^{T}  \tag{1.4}\\
0 & \beta \tau \mathcal{M}_{1 / 2} & -\tau \mathcal{M}_{1,1} \\
\mathcal{K} & -\tau \mathcal{M}_{1,1} & 0
\end{array}\right)\left(\begin{array}{l}
y \\
u \\
p
\end{array}\right)=\left(\begin{array}{c}
\tau \mathcal{M}_{0,1} \bar{y} \\
0 \\
d
\end{array}\right)
$$

As many other problems involving optimization with constraints ([18, 21, 23, 26]), after discretization, these problems often lead to the linear system of equations (1.2), (1.3) or (1.4) of saddle point structure, see, e.g., $[14-16,25,30,32-34]$. We see that the total size of the linear system $(1.2),(1.3)$ or $(1.4)$ is $\left(3 n N_{t}\right) \times\left(3 n N_{t}\right)$. A key fact about the discretization of these systems is that the matrix blocks may be extremely large even for rather coarse mesh discretizations because of the higher dimensional setting. Therefore iterative methods are usually employed for their solution and finding an efficient numerical method becomes very important. Moreover, this system must be properly preconditioned in order to avoid stagnation in the convergence in terms of the norm of the residual. Many efficient iterative and preconditioned methods have been studied in many literature. For example, Uzawa-like methods ( $[10,16]$ ), GSOR methods ([9]), RPCG methods ([8]), HSS-like methods ([4, 6, 7]), and so on. We refer to $[3,14]$ for algebraic properties for saddle point problems. However, the matrix splitting methods can not be separated from the preconditioning techniques, which can be found in many literature, e.g., $[2,3,9,11,16,17,20,28,30,34]$. Thus research has recently gone into developing preconditioners $([1,2,5,22,24,25,27-30,32-34])$ that are insensitive to regularization parameter as well as the mesh size.

Recently, Pearson, Stoll and Wathen ([27]) built a solver for the boundary control problem, both in the time-independent Poisson control and the time-dependent heat equation control cases. It is well known that an initial reduction ( $[12,32]$ ) of the matrix size may lead to significant savings, as long as this reduction does not entail extra computational burden.

In this paper, following the strategies of $[12,21,24,25,27]$ and [32], first a particularly simple and effective reduction is performed. Thus the total size of the linear system (1.2), (1.3) or (1.4) can be reduced to $\left(2 n N_{t}\right) \times\left(2 n N_{t}\right)$. Then the solution of the reduced-order linear system exploits to build effective preconditioning techniques for the obtained reduced-order system. Finally, a new preconditioning needs only to be concerned with the relevant blocks in the reduced-order system is presented. Numerical experiments show that the CPU time to solve the structured linear system of equations arising in the time-dependent PDE-constrained optimization problems is significantly reduced for a wide range of mesh sizes and the value of the regularization parameter. Therefore the new preconditioning strategy in this paper is much effective.

The organization of the paper is as follows. In Section 2, a new strategy for solving the structured linear system of equations arising in time-dependent PDE-constrained optimization problems is described. First, the reduced-order linear system is established and then the preconditioning technique for the reduced-order system is presented. In Section 3, the theoretical analysis of the preconditioning approaches is given. In Section 4, numerical results for a variety of test problems to demonstrate the effectiveness of the new strategy for solving the structured
linear system of equations arising in time-dependent PDE-constrained optimization problems are provided. In Section 5, some concluding remarks are given.

## 2. The New Solution Strategy

In this section, firstly, the reduced-order linear systems for the structured linear systems (1.2), (1.3) and (1.4) will be obtained. Then some new structured preconditioning techniques for the reduced-order linear system will be explored.

Noticing that $\mathcal{M}_{1 / 2}$ in (1.2) is a symmetric positive definite(SPD) matrix, and the middle block leads to $\left(\beta \tau \mathcal{M}_{1 / 2}\right) u=\left(\tau \mathcal{M}_{1,1}\right) p$. Hence we have

$$
u=\frac{1}{\beta}\left(\begin{array}{ccccc}
2 I & & & & \\
& I & & & \\
& & \ddots & & \\
& & & I & \\
& & & & 2 I
\end{array}\right) p=\frac{1}{\beta} \mathcal{I}_{2} p .
$$

Then the number of blocks of the linear system (1.2) can be decreased from $3 \times 3$ to $2 \times 2$, resulting in the reduced-order linear system

$$
\left(\begin{array}{cc}
\tau \mathcal{M}_{1 / 2} & \mathcal{K}^{T} \\
\mathcal{K} & -\frac{1}{\beta} \tau \mathcal{M}_{2}
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{1,1} \bar{y}}{d}
$$

or equivalently,

$$
\mathcal{A}_{1}\binom{y}{p}:=\left(\begin{array}{cc}
A_{1} & \mathcal{K}^{T}  \tag{2.1}\\
\mathcal{K} & -\frac{1}{\beta} C
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{1,1} \bar{y}}{d}
$$

where $A_{1}:=\tau \mathcal{M}_{1 / 2}, C:=\tau \mathcal{M}_{2}$.
In a similar way, the reduced-order system for (1.3) can be written as

$$
\left(\begin{array}{cc}
\tau \mathcal{M}_{1,0} & \mathcal{K}^{T} \\
\mathcal{K} & -\frac{1}{\beta} \tau \mathcal{M}_{2}
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{1,0} \bar{y}}{d}
$$

Because $\mathcal{M}_{1,0}$ is a rank-deficient matrix (see [34]), we use $\mathcal{M}_{1, \gamma}$ instead of the matrix $\mathcal{M}_{1,0}$ and choose $0<\gamma \ll 1$ so that the matrix $\mathcal{M}_{1, \gamma}$ is SPD and sufficiently approximate to $\mathcal{M}_{1,0}$. Then the reduced-order system for (1.3) can be rewritten as

$$
\mathcal{A}_{2}\binom{y}{p}:=\left(\begin{array}{cc}
A_{2} & \mathcal{K}^{T}  \tag{2.2}\\
\mathcal{K} & -\frac{1}{\beta} C
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{1, \gamma} \bar{y}}{d}
$$

with $A_{2}=\tau \mathcal{M}_{1, \gamma}$.
By the same strategies as above, we use $\mathcal{M}_{\gamma, 1}$ instead of the matrix $\mathcal{M}_{0,1}$. The reduced-order system for the linear system (1.4) can be obtained as

$$
\left(\begin{array}{cc}
\tau \mathcal{M}_{\gamma, 1} & \mathcal{K}^{T} \\
\mathcal{K} & -\frac{1}{\beta} \tau \mathcal{M}_{2}
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{\gamma, 1} \bar{y}}{d} .
$$

Also the reduced-order linear system for (1.4) can be rewritten as

$$
\mathcal{A}_{3}\binom{y}{p}:=\left(\begin{array}{cc}
A_{3} & \mathcal{K}^{T}  \tag{2.3}\\
\mathcal{K} & -\frac{1}{\beta} C
\end{array}\right)\binom{y}{p}=\binom{\tau \mathcal{M}_{\gamma, 1} \bar{y}}{d}
$$

with $A_{3}=\tau \mathcal{M}_{\gamma, 1}$.
Next, we consider preconditioning techniques for the reduced-order linear systems (2.1), (2.2) and (2.3). Noticing that all the three reduced-order linear systems (2.2), (2.3) and (2.4) have the same form:

$$
\mathcal{A} z:=\left(\begin{array}{cc}
A & B^{T}  \tag{2.4}\\
B & -\frac{1}{\beta} C
\end{array}\right) z=g
$$

where $A$ and $C \in \mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)}$ are SPD matrices and $B \in \mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)}$ is a block lowertriangular matrix with symmetric positive definite diagonal blocks.

For the general form of the reduced-order linear system (2.4), there exist many efficient preconditioners.

When $A$ and $B$ are symmetric positive semi-definite and with at least one of them being positive definite, Bai ([5]) introduced an additive block diagonal preconditioner. Following this idea, we can consider the following additive block diagonal preconditioner for the reduced-order linear system (2.4), denoted by $\mathcal{P}_{A B D}$ :

$$
\mathcal{P}_{A B D}=\left(\begin{array}{cc}
A+\sqrt{\beta} B & \\
& \frac{1}{\beta}(C+\sqrt{\beta} B)
\end{array}\right) .
$$

The block diagonal preconditioner with the Schur complement can be described as

$$
\mathcal{P}_{S}=\left(\begin{array}{cc}
A & \\
& \frac{1}{\beta} C+B A^{-1} B^{T}
\end{array}\right) .
$$

In practice, solving linear systems involving the Schur complement can be expensive. In an actual implementation, an application of preconditioner will involve some approximate of the Schur complement.

Based on the approach for approximation of the Schur complement developed in [28] (see also in $[1,13]$ ), we give some new preconditioner for the linear systems (2.1)-(2.4).

We define $\mathcal{E}_{1}:=\frac{1}{\sqrt{\beta}} A+B_{d}, \quad \mathcal{E}_{2}:=\frac{1}{\sqrt{\beta}} C+B_{d}$, where $B_{d}=\operatorname{Blkdiag}(\mathrm{B})$ is the block diagonal matrix with the block the same in the diagonal block in $B$. We have $\left(B_{d}+\frac{1}{\sqrt{\beta}} A\right) A^{-1}\left(B_{d}+\right.$ $\left.\frac{1}{\sqrt{\beta}} C\right)^{T}=\mathcal{E}_{1} A^{-1} \mathcal{E}_{2}$. Then we can obtain a modified preconditioner

$$
\mathcal{P}_{M S}=\left(\begin{array}{ll}
A &  \tag{2.5}\\
& \mathcal{E}_{1} A^{-1} \mathcal{E}_{2}
\end{array}\right)
$$

$P_{M S}$ can be seen as a block diagonal preconditioner with an approximation Schur complement, more detail about this preconditioner can be found in [27].

Based on the approach of $[1,5,13]$ and $[27]$, we propose a new $A B D$-like preconditioner for the reduced-order linear system (2.4):

$$
\mathcal{P}_{A B D-\text { like }}=\left(\begin{array}{ll}
\sqrt{\beta} \mathcal{E}_{1} &  \tag{2.6}\\
& \frac{1}{\sqrt{\beta}} \mathcal{E}_{2}
\end{array}\right)
$$

Let

$$
\begin{array}{ll}
E_{12}:=(M+\tau K)+\frac{1}{2 \sqrt{\beta}} \tau M, & E_{21}:=(M+\tau K)+\frac{2}{\sqrt{\beta}} \tau M, \\
E_{\gamma}=(M+\tau K)+\frac{\gamma}{\sqrt{\beta}} \tau M, & E:=(M+\tau K)+\frac{1}{\sqrt{\beta}} \tau M .
\end{array}
$$

With the preconditioner $P_{A B D-l i k e}$ defined in (2.6) being applied to the three reduced-order linear systems (2.1)-(2.3), we can obtain immediately the preconditioners $\mathcal{P}_{1 \text { new }}, \mathcal{P}_{2 \text { new }}$ and $\mathcal{P}_{3 \text { new }}$ for the linear systems (2.1), (2.2) and (2.3), respectively. Here

$$
\begin{aligned}
& \mathcal{P}_{1 \text { new }}=\operatorname{blkdiag}(\underbrace{\sqrt{\beta} E_{12}, \sqrt{\beta} E, \cdots, \sqrt{\beta} E, \sqrt{\beta} E_{12}}_{N_{t}}, \underbrace{\frac{1}{\sqrt{\beta}} E_{21}, \frac{1}{\sqrt{\beta}} E, \cdots, \frac{1}{\sqrt{\beta}} E, \frac{1}{\sqrt{\beta}} E_{21}}_{N_{t}}), \\
& \mathcal{P}_{2 \text { new }}=\operatorname{blkdiag}(\underbrace{\sqrt{\beta} E, \sqrt{\beta} E, \cdots, \sqrt{\beta} E, \sqrt{\beta} E_{\gamma}}_{N_{t}}, \underbrace{\frac{1}{\sqrt{\beta}} E_{21}, \frac{1}{\sqrt{\beta}} E, \cdots, \frac{1}{\sqrt{\beta}} E, \frac{1}{\sqrt{\beta}} E_{21}}_{N_{t}}), \\
& \mathcal{P}_{3 \text { new }}=\operatorname{blkdiag}(\underbrace{\sqrt{\beta} E_{\gamma}, \sqrt{\beta} E_{\gamma}, \cdots, \sqrt{\beta} E_{\gamma}, \sqrt{\beta} E}_{N_{t}}, \underbrace{\frac{1}{\sqrt{\beta}} E_{21}, \frac{1}{\sqrt{\beta}} E, \cdots, \frac{1}{\sqrt{\beta}} E, \frac{1}{\sqrt{\beta}} E_{21}}_{N_{t}}) .
\end{aligned}
$$

## 3. Spectral Analysis of the Reduced-Order Linear Systems

In this section, we will analyze the spectral properties of the reduced-order and the preconditioned reduced-order linear system. Some theoretical bounds on the spectrum of the preconditioned matrix are established.

First some basic notations and definition will be introduced. Let $A$ and $C \in \mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)}$ be SPD matrices and $B \in \mathbb{R}^{\left(n N_{t}\right) \times\left(n N_{t}\right)}$ be block lower-triangular matrix with symmetric positive definite diagonal blocks. Define $S:=B^{T} B$.

Here and in the sequel, $\lambda(\cdot), \alpha$. $\beta$. and $\lambda$. denote the eigenvalue, the minimum eigenvalue, the maximum eigenvalue and the Rayleigh quotients of the matrix $(\cdot)$, respectively. $\mathrm{sp}(\cdot)$ denotes the set of the eigenvalues of the matrix $(\cdot)$. Suppose that

$$
\alpha_{A} \leq \lambda_{A} \leq \beta_{A}, \quad \alpha_{C} \leq \lambda_{C} \leq \beta_{C}, \quad \alpha_{S} \leq \lambda_{S} \leq \beta_{S}
$$

First, we consider the spectral properties for the general form of the reduced-order linear systems (2.4). The result straightforwardly follows from [31] or the Proposition 2.1 in [32].

Theorem 3.1. Assume that the matrix $\mathcal{A}$ is the coefficient matrix defined in (2.4), then

$$
s p(\mathcal{A}) \subseteq \mathcal{I}^{-} \cup \mathcal{I}^{+}
$$

where

$$
\begin{aligned}
& \mathcal{I}^{-}=\left[\begin{array}{ll}
\frac{1}{2}\left(-\frac{1}{\beta} \beta_{A}-\sqrt{\frac{1}{\beta^{2}} \beta_{A}^{2}+4 \beta_{S}},\right. & \frac{1}{2}\left(\beta_{A}-\sqrt{\beta_{A}^{2}+4 \alpha_{S}}\right)
\end{array}\right], \\
& \mathcal{I}^{+}=\left[\begin{array}{ll}
\frac{1}{2}\left(-\frac{1}{\beta} \beta_{A}+\sqrt{\frac{1}{\beta^{2}} \beta_{A}^{2}+4 \alpha_{S}},\right. & \frac{1}{2}\left(\beta_{A}+\sqrt{\beta_{A}^{2}+4 \beta_{S}}\right)
\end{array}\right] .
\end{aligned}
$$

From Theorem 3.1, we can see that the eigenvalues of the coefficient matrix before preconditioning is dependent of $O\left(\frac{1}{\beta}\right)$, so they increase rapidly when $\beta \ll 1$. Therefore a preconditioning technique must be taken to change the ill-conditioning property of the linear system. Next we give the spectral properties of the preconditioned matrix $\mathcal{P}_{\text {ABD-like }}^{-1} \mathcal{A}$.

We give bounds about the preconditioned matrices for the preconditioned linear systems (2.1), (2.2) and (2.3), respectively.

Theorem 3.2. Let $\mu$ be the eigenvalue of the preconditioned matrix $\mathcal{P}_{A B D-l i k e}^{-1} \mathcal{A}, \mathcal{A}$ and $\mathcal{P}_{A B D-l i k e}$ be defined in (2.4) and (2.6), respectively. Assume that the eigenvector corresponding to the eigenvalue $\mu$ is $\left(x^{T}, y^{T}\right)^{T}$. Then

$$
\begin{equation*}
\mu=\frac{1}{2}\left(\frac{\tilde{b}}{a}-\frac{b}{a}\right) \pm \frac{1}{2} \sqrt{\left(\frac{\tilde{b}}{a}-\frac{b}{a}\right)^{2}+4\left(\frac{1}{\beta} \frac{c}{a}+\frac{1}{a}\right)} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{cases}a:=\frac{y^{T} B^{-T} \mathcal{E}_{1} B^{-1} \mathcal{E}_{2} y}{y^{T} y}, & b:=\frac{y^{T} B^{-T} \mathcal{E}_{1} B^{-1} C y}{y^{T} y}  \tag{3.2}\\ c:=\frac{y^{T} B^{-T} A B^{-1} C y}{y^{T} y}, & \tilde{b}:=\frac{y^{T} B^{-T} A B^{-1} \mathcal{E}_{2} y}{y^{T} y}\end{cases}
$$

Proof. Noting the properties of the matrices $A, B$ and $C$, we know that $x \neq 0$ and $y \neq 0$. Then we have

$$
\left\{\begin{array}{l}
A x+B^{T} y=\sqrt{\beta} \mu \mathcal{E}_{1} x, \\
B x-\frac{1}{\beta} C y=\mu \frac{1}{\sqrt{\beta}} \mathcal{E}_{2} y .
\end{array}\right.
$$

By substituting $x=\frac{1}{\beta} B^{-1}\left(\mu \sqrt{\beta} \mathcal{E}_{2}+C\right) y$ into the first equation, after some simple algebra computations, we have

$$
\begin{gathered}
\mu^{2} \frac{y^{T} B^{-T} \mathcal{E}_{1} B^{-1} \mathcal{E}_{2} y}{y^{T} y}+\frac{\mu}{\sqrt{\beta}}\left(\frac{y^{T} B^{-T} \mathcal{E}_{1} B^{-1} C y}{y^{T} y}-\frac{y^{T} B^{-T} A B^{-1} \mathcal{E}_{2} y}{y^{T} y}\right) \\
-\left(\frac{1}{\beta} \frac{y^{T} B^{-T} A B^{-1} C y}{y^{T} y}+1\right)=0 .
\end{gathered}
$$

Using the definitions of $a, b, \tilde{b}$ and $c$ in (3.2), we can rewrite the above equation as

$$
\mu^{2} a+\frac{\mu}{\sqrt{\beta}}(b-\tilde{b})-\left(\frac{1}{\beta} c+1\right)=0 .
$$

The roots of the above equation gives (3.1).
Theorem 3.3. Let $A$ be one of the matrices $A_{1}, A_{2}$ or $A_{3}$, where $A_{1}, A_{2}, A_{3}$ and $A$ are defined in (2.1), (2.2), (2.3) and (2.4), respectively. Let $\mu$ be an eigenvalue of the preconditioned matrix $\mathcal{P}_{\text {ABD-like }}^{-1} \mathcal{A}$ with $\mathcal{A}$ being defined in (2.4). Then

$$
\begin{aligned}
& \mu \in {\left[\frac{1}{2}\left(-\frac{1}{\beta} b_{2}-\sqrt{\frac{1}{\beta^{2}} b_{2}^{2}+4 d_{2}}\right), \frac{1}{2}\left(a_{2}-\sqrt{a_{2}^{2}+4 c_{2}}\right)\right] } \\
& \bigcup\left[\frac{1}{2}\left(-\frac{1}{\beta} b_{2}+\sqrt{\frac{1}{\beta^{2}} b_{2}^{2}+4 c_{2}}\right), \frac{1}{2}\left(a_{2}+\sqrt{a_{2}^{2}+4 d_{2}}\right)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{2}=\frac{1}{1+\sqrt{\beta}\left(\frac{1}{\tau}+\frac{\alpha_{K}}{\beta_{M}}\right)}, \quad b_{2}=\frac{\beta}{1+\frac{\sqrt{\beta}}{2 \tau}\left(1+\tau \frac{\alpha_{K}}{\beta_{M}}\right)}, \\
& c_{2}=\frac{\alpha_{S}}{\left(\tau \beta_{M}+\sqrt{\beta}\left(\beta_{M}+\tau \beta_{K}\right)\right)\left(\frac{2 \tau}{\beta} \beta_{M}+\frac{1}{\sqrt{\beta}}\left(\beta_{M}+\tau \beta_{K}\right)\right)}, \\
& d_{2}=\frac{\beta_{S}}{\left(r \tau \alpha_{M}+\sqrt{\beta}\left(\alpha_{M}+\tau \alpha_{K}\right)\right)\left(\frac{\tau}{\beta} \alpha_{M}+\frac{1}{\sqrt{\beta}}\left(\alpha_{M}+\tau \alpha_{K}\right)\right)} .
\end{aligned}
$$

Here $r=\frac{1}{2}$ when $A=A_{1}$, and $r=\gamma$ when $A=A_{2}$ or $A_{3}$.
Proof. Denote by

$$
\begin{aligned}
\tilde{\mathcal{A}} & :=\mathcal{P}_{A B D-\text { like }}^{-\frac{1}{2}} \mathcal{P}_{A B D-\text { like }}^{-\frac{1}{2}}=\left(\begin{array}{cc}
\tilde{A} & \tilde{B}^{T} \\
\tilde{B} & -\frac{1}{\beta} \tilde{C}
\end{array}\right) \\
& =\left(\begin{array}{cc}
P^{-\frac{1}{2}} A P^{-\frac{1}{2}} & P^{-\frac{1}{2}} B^{T} R^{-\frac{1}{2}} \\
R^{-\frac{1}{2}} B P^{-\frac{1}{2}} & -\frac{1}{\beta} R^{-\frac{1}{2}} C R^{-\frac{1}{2}}
\end{array}\right),
\end{aligned}
$$

where

$$
\mathcal{P}_{\text {ABD-like }}=\left(\begin{array}{cc}
P & \\
& R
\end{array}\right)=\left(\begin{array}{ll}
\sqrt{\beta} \mathcal{E}_{1} & \\
& \frac{1}{\sqrt{\beta}} \mathcal{E}_{2}
\end{array}\right)
$$

From Theorem 3.1, we can get bounds for the eigenvalues of the preconditioned matrix $\mathcal{P}_{A B D-\text { like }}^{-1} \mathcal{A}$ as $\tilde{\mathcal{I}^{-}} \cup \tilde{\mathcal{I}^{+}}$, where

$$
\begin{align*}
& \tilde{\mathcal{I}}^{-}=\left[\begin{array}{ll}
\frac{1}{2}\left(-\frac{1}{\beta} \beta_{\tilde{C}}-\sqrt{\frac{1}{\beta^{2}} \beta_{\tilde{C}}^{2}+4 \beta_{\tilde{S}}}\right), & \left.\frac{1}{2}\left(\beta_{\tilde{A}}-\sqrt{\beta_{\tilde{A}}^{2}+4 \alpha_{\tilde{S}}}\right)\right] \\
\tilde{\mathcal{I}}^{+} & =\left[\frac{1}{2}\left(-\frac{1}{\beta} \beta_{\tilde{C}}+\sqrt{\frac{1}{\beta^{2}} \beta_{\tilde{C}}^{2}+4 \alpha_{\tilde{S}}}\right),\right. \\
\left.\frac{1}{2}\left(\beta_{\tilde{A}}+\sqrt{\beta_{\tilde{A}}^{2}+4 \beta_{\tilde{S}}}\right)\right]
\end{array} . .\right.
\end{align*}
$$

In order to obtain bounds for the eigenvalues of the preconditioned matrix corresponding to $A=A_{1}$ or $A=A_{2}$ (or $A_{3}$ ), we first compute the largest eigenvalues of $\tilde{A}$ and $\tilde{C}$, and the largest and smallest eigenvalues of the matrix $\tilde{S}=\tilde{B}^{T} \tilde{B}$.

When $A=A_{1}, r=\frac{1}{2}$, we have $P=\sqrt{\beta} \mathcal{E}_{1}$ and $R=\frac{1}{\sqrt{\beta}} \mathcal{E}_{2}$. Then

$$
\begin{aligned}
& \frac{y^{T} \tilde{A} y}{y^{T} y}=\frac{x^{T} A x}{x^{T}\left(A+\sqrt{\beta} B_{d}\right) x}=\frac{1}{1+\sqrt{\beta} \cdot \frac{x^{T} B_{d} x}{x^{T} A x}} \leq \frac{1}{1+\sqrt{\beta}\left(\frac{1}{\tau}+\frac{\alpha_{K}}{\beta_{M}}\right)}:=\beta_{\tilde{A}} \\
& \frac{y^{T} \tilde{C} y}{y^{T} y}=\frac{1}{\frac{1}{\beta}+\frac{1}{\sqrt{\beta}} \cdot \frac{x^{T} B_{d} x}{x^{T} C x}} \leq \frac{\beta}{1+\frac{\sqrt{\beta}}{2 \tau}\left(1+\tau \frac{\alpha_{K}}{\beta_{M}}\right)}:=\beta_{\tilde{C}}
\end{aligned}
$$

Noticing that

$$
B^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-1} B \sim\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-\frac{1}{2}} B B^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-\frac{1}{2}},
$$

we see that

$$
\begin{aligned}
\frac{y^{T} \tilde{B}^{T} \tilde{B} y}{y^{T} y} & =\frac{x^{T} B^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-1} B x}{x^{T}\left(A+\sqrt{\beta} B_{d}\right) x} \\
& =\frac{p^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-\frac{1}{2}} B B^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right)^{-\frac{1}{2}} p}{p^{T} p} \cdot \frac{x^{T} x}{x^{T}\left(A+\sqrt{\beta} B_{d}\right) x}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{z^{T} B B^{T} z}{z^{T} z} \frac{z^{T} z}{z^{T}\left(\frac{1}{\beta} C+\frac{1}{\sqrt{\beta}} B_{d}\right) z} \frac{x^{T} x}{x^{T}\left(A+\sqrt{\beta} B_{d}\right) x} \\
& \leq \frac{\beta_{S}}{\left(r \tau \alpha_{M}+\sqrt{\beta}\left(\alpha_{M}+\tau \alpha_{K}\right)\right)\left(\frac{\tau}{\beta} \alpha_{M}+\frac{1}{\sqrt{\beta}}\left(\alpha_{M}+\tau \alpha_{K}\right)\right)}:=\beta_{\tilde{S}},
\end{aligned}
$$

and

$$
\frac{y^{T} \tilde{B}^{T} \tilde{B} y}{y^{T} y} \geq \frac{\alpha_{S}}{\left(\tau \beta_{M}+\sqrt{\beta}\left(\beta_{M}+\tau \beta_{K}\right)\right)\left(\frac{2 \tau}{\beta} \beta_{M}+\frac{1}{\sqrt{\beta}}\left(\beta_{M}+\tau \beta_{K}\right)\right)}:=\alpha_{\tilde{S}}
$$

Substituting $\beta_{\tilde{A}}:=a_{2}, \beta_{\tilde{C}}:=b_{2}, \alpha_{\tilde{S}}:=c_{2}$ and $\beta_{\tilde{S}}:=d_{2}$ into (3.3) gives the designed result.
For the case $A=A_{2}$ or $A_{3}$, we only need to replace $r=\frac{1}{2}$ by $r=\gamma$ in the above proof.

## 4. Numerical Experiments

In this section, some numerical examples are given to support the theoretical results. We examine our new strategy by using the following time-dependent PDE-constrained optimization problem, which is used in [27]:

$$
\begin{align*}
& \min _{y, u} J(y, u), \\
& \text { subject to } \begin{cases}\frac{\partial y}{\partial t}-\nabla^{2} y=u, \quad \text { for }(x, t) \in \Omega \times(0, T), \\
y=f, & \text { on } \partial \Omega \times(0, T), \\
y=y_{0}, & \text { at } t=0\end{cases} \tag{4.1}
\end{align*}
$$

The experiments are performed for $T=1$ and $\tau=0.05$, i.e., 20 time-steps, the domain considered $\Omega=[0,1]^{2}$ is a unit square, the desired state is given by

$$
\bar{y}\left(x_{1}, x_{2}\right)= \begin{cases}\left(2 x_{1}-1\right)^{2}\left(2 x_{2}-1\right)^{2}, & \text { if }\left(x_{1}, x_{2}\right) \in\left[0, \frac{1}{2}\right]^{2},  \tag{4.2}\\ 0, & \text { otherwise }\end{cases}
$$

The zero Dirichlet boundary condition for the distributed control problem, with $f=0$ and $y_{0}=1$, is considered in all the experiments.

In our implementations, all iteration processes are terminated once the Euclidean norms of the current relative residuals are reduced by a factor of $10^{-4}$ from those of the initial residuals. The relative residual error (denoted as err ) is defined as

$$
e r r=\frac{\left\|g-\mathcal{A} z^{(k)}\right\|_{2}}{\left\|g-\mathcal{A} z^{(0)}\right\|_{2}}
$$

Table 4.1: Information about the experimental environments.

| Hardware and Software | Details |
| :---: | :--- |
| Computer | Microsoft Window XP, Professional, Service Pack 3 |
|  | AMD Phenom(tm) II X4 830 Processor |
|  | $2.79 G H z$, Memory 3.00GB |
| Version of Matlab | R2009b(7.9.0.529) |
|  | 32-bit(win32) |

We also use the degree of freedom ( $\mathbf{D o F}$ ) to represent the order of matrix tested in our performance, IT is the number of iteration steps and CPU is the elapsed CPU time in seconds. $\bar{P}_{S}$ and $\bar{P}_{M S}$ are the preconditioners for the original linear system (before order-reduced):

$$
\begin{aligned}
& \bar{P}_{S}=\left(\begin{array}{ccc}
\tau \mathcal{H} & & \\
& \beta \tau \mathcal{M}_{1 / 2} & \\
& & \frac{1}{\tau} \mathcal{K} \mathcal{H}^{-1} \mathcal{K}+\frac{\tau}{\beta} \mathcal{M}_{1,1}\left(\mathcal{M}_{1 / 2}\right)^{-1} \mathcal{M}_{1,1}
\end{array}\right) \\
& \bar{P}_{M S}=\left(\begin{array}{ccc}
\tau \mathcal{H} & & \\
& \beta \tau \mathcal{M}_{1 / 2} & \\
& & \frac{1}{\tau}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}_{1,1}\right) \mathcal{H}^{-1}\left(\mathcal{K}+\frac{\tau}{\sqrt{\beta}} \mathcal{M}_{1,1}\right)
\end{array}\right)
\end{aligned}
$$

where $\mathcal{H}$ is referred to $\mathcal{M}_{1 / 2}$ in Example 4.1, $\mathcal{M}_{1, \gamma}$ in Example 4.2, and $\mathcal{M}_{\gamma, 1}$ in Example 4.3, respectively. For details about this example, we refer to [19, 27].

Example 4.1. The time-dependent distributed control problem is defined by (4.1)-(4.2).
In Example 4.1, we minimize $J=J_{1}$ with discretize-then-optimize approach. We refer to $[19,27]$ for a more detailed description about this example. The problem is discretized in time using a backward Euler implicit time-stepping method with $N_{t}$ time steps of size $\tau$, which results in the linear system (1.2).

Example 4.2. The time-dependent distributed control problem is the same as Example 4.1.
In Example 4.2, we use the optimize-then-discretize approach ( $[27]$ ) with $J(y, u)=$ $J_{1}(y, u)$ and discretize in time using a backward Euler implicit time-stepping method with $N_{t}$ time steps of size $\tau$, which leads to the linear system (1.3).


Fig. 4.1. Eigenvalue distributions for Example 4.1 with $\beta=10^{-8}$. Before preconditioning(top left corner ), preconditioned by $\mathcal{P}_{S}($ top right corner $), \mathcal{P}_{M S}$ (left bottom), $\mathcal{P}_{1 \text { new }}$ (right bottom).

Table 4.2: Preconditioned by $\bar{P}_{S}, \bar{P}_{M S}$ and the new preconditioning strategy for Example 4.1.

| DoF | $\beta$ |  | $\bar{P}_{S}$ | $\bar{P}_{M S}$ | $\mathcal{P}_{\text {1new }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10^{-2}$ | IT | 2 | 14 | 19 |
|  |  | CPU | 0.15 | 0.61 | 0.06 |
| 2940 | $10^{-4}$ | IT | 2 | 20 | 12 |
|  |  | CPU | 0.15 | 0.84 | 0.04 |
|  | $10^{-6}$ | IT | 2 | 26 | 13 |
|  |  | CPU | 0.15 | 1.04 | 0.04 |
| $10^{-2}$ | IT | 2 | 14 | 16 |  |
|  |  | CPU | 3.24 | 13.21 | 0.32 |
| 13500 | $10^{-4}$ | IT | 2 | 22 | 13 |
|  |  | CPU | 3.24 | 19.76 | 0.27 |
|  | $10^{-6}$ | IT | 2 | 26 | 12 |
|  |  | CPU | 3.29 | 22.73 | 0.25 |

Example 4.3. The time-dependent distributed control problem is described as the above. For this Example, applying the discretize-then-optimize formulation with $J(y, u)=J_{2}(y, u)$ approach, by the same discretizing way as Example 4.1, we obtain the linear system (1.4).

Eigenvalue distributions of the preconditioned matrices are very important to analyze the
Table 4.3: Numerical results with different $\beta$ for Example 4.1.

| DoF | $\beta$ |  | $\mathcal{P}_{S}$ | $\mathcal{P}_{M S}$ | $\mathcal{P}_{\text {1new }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10^{-2}$ | IT | 6 | 10 | 19 |
|  |  | CPU | 0.28 | 0.40 | 0.06 |
|  | $10^{-4}$ | IT | 13 | 13 | 12 |
| 2940 |  | CPU | 0.53 | 0.51 | 0.04 |
|  | $10^{-6}$ | IT | 10 | 15 | 13 |
|  |  | CPU | 0.43 | 0.58 | 0.04 |
|  | $10^{-10}$ | IT | 1 | 4 | 4 |
|  |  | CPU | 0.10 | 0.20 | 0.02 |
| $10^{-2}$ | IT | 6 | 10 | 16 |  |
|  |  | CPU | 6.34 | 9.62 | 0.32 |
|  | $10^{-4}$ | IT | 13 | 13 | 13 |
|  |  | CPU | 13.27 | 11.90 | 0.27 |
|  | $10^{-6}$ | IT | 13 | 17 | 12 |
|  |  | CPU | 12.27 | 15.50 | 0.25 |
|  | $10^{-10}$ | IT | 3 | 4 | 6 |
|  |  | CPU | 3.99 | 4.90 | 0.14 |

Table 4.4: Numerical results for larger DoF for Example 4.1.

| DoF | $\mathcal{P}_{\text {1new }}$ | $\beta=10^{-2}$ | $\beta=10^{-4}$ | $\beta=10^{-8}$ |
| :---: | :---: | :---: | :---: | :---: |
| 57660 | IT | 15 | 12 | 13 |
|  | CPU | 1.89 | 1.55 | 1.66 |
| 238140 | IT | 13 | 12 | 13 |
|  | CPU | 10.15 | 9.49 | 10.17 |
| 253500 | IT | 16 | 13 | 12 |
|  | CPU | 33.62 | 21.11 | 19.32 |



Fig. 4.2. Eigenvalue distributions for Example 4.2 with $\beta=10^{-8}, \gamma=\tau \beta$ and $\operatorname{DoF}=2940$ ). Before preconditioning(top left corner ), preconditioned by $\mathcal{P}_{S}($ top right corner $), \mathcal{P}_{M S}$ (left bottom), $\mathcal{P}_{2 \text { new }}$ (right bottom).


Fig. 4.3. Eigenvalue distributions for Example 4.3 with $\beta=10^{-8}, \gamma=10^{-3}$. Before preconditioning(top left corner ), preconditioned by $\mathcal{P}_{S}($ top right corner $), \mathcal{P}_{M S}$ (left bottom), $\mathcal{P}_{3 \text { new }}$ (right bottom).

Table 4.5: Preconditioned by $\bar{P}_{S}, \bar{P}_{M S}$ and the new preconditioning strategy for Example 4.2.

| DoF | $\beta$ | $\gamma=0.5$ | $\bar{P}_{S}$ | $\bar{P}_{M S}$ | $\mathcal{P}_{2 \text { new }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10^{-2}$ | IT | 2 | 22 | 19 |
|  |  | CPU | 0.15 | 0.90 | 0.06 |
| 2940 | $10^{-4}$ | IT | 2 | 16 | 12 |
|  |  | CPU | 0.15 | 0.68 | 0.05 |
|  | $10^{-6}$ | IT | 2 | 26 | 13 |
|  |  | CPU | 0.14 | 1.04 | 0.04 |
| $10^{-2}$ | IT | 2 | 16 | 16 |  |
|  |  | CPU | 3.24 | 14.89 | 0.33 |
|  | $10^{-4}$ | IT | 2 | 24 | 13 |
|  |  | CPU | 3.19 | 21.09 | 0.28 |
|  | $10^{-6}$ | IT | 2 | 26 | 12 |
|  |  | CPU | 3.25 | 22.92 | 0.26 |

Table 4.6: Numerical results with different $\gamma$ for Example 4.2.

| DoF $: 2940$ | $\beta=10^{-4}$ | $\mathcal{P}_{S}$ | $\mathcal{P}_{M S}$ | $\mathcal{P}_{\text {2new }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma=\tau$ | IT | 14 | 21 | 19 |
|  | CPU | 0.54 | 0.34 | 0.061 |
| $\gamma=\tau \beta$ | IT | 14 | 35 | 20 |
|  | CPU | 0.55 | 0.55 | 0.07 |
| $\gamma=\beta^{2}$ | IT | 14 | 42 | 20 |
|  | CPU | 0.55 | 0.73 | 0.08 |
| $\gamma=(\tau \beta)^{2}$ | IT | 14 | 46 | 20 |
|  | CPU | 0.55 | 0.69 | 0.06 |

Table 4.7: Numerical results with different $\gamma$ for Example 4.2.

| DoF: 13500 | $\beta=10^{-4}$ | $\mathcal{P}_{S}$ | $\mathcal{P}_{\text {MS }}$ | $\mathcal{P}_{2 \text { new }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma=\tau \beta$ | IT | 14 | 37 | 22 |
|  | CPU | 12.85 | 9.15 | 0.44 |
| $\gamma=\beta^{2}$ | IT | 14 | 53 | 22 |
|  | CPU | 12.92 | 12.61 | 0.44 |
| $\gamma=(\tau \beta)^{2}$ | IT | 14 | 44 | 22 |
|  | CPU | 12.01 | 10.43 | 0.44 |

Table 4.8: Numerical results with different $\beta$ for Example 4.2.

| DoF: 13500 | $\gamma=\tau$ | $\mathcal{P}_{S}$ | $\mathcal{P}_{M S}$ | $\mathcal{P}_{2 \text { new }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta=10^{-2}$ | IT | 7 | 13 | 16 |
|  | CPU | 6.31 | 3.23 | 0.33 |
| $\beta=10^{-4}$ | IT | 14 | 21 | 17 |
|  | CPU | 12.87 | 5.39 | 0.35 |
| $\beta=10^{-6}$ | IT | 17 | 26 | 19 |
|  | CPU | 14.57 | 6.67 | 0.40 |
| $\beta=10^{-10}$ | IT | 4 | 17 | 12 |
|  | CPU | 3.98 | 4.28 | 0.26 |

Table 4.9: Numerical results for larger DoF using new preconditioning strategy for Example 4.2.

| $\mathcal{P}_{\text {2new }}$, DoF | $\gamma=\tau$ | $\beta=10^{-2}$ | $\beta=10^{-4}$ | $\beta=10^{-8}$ |
| :---: | :---: | :---: | :---: | :---: |
| 57660 | IT | 15 | 17 | 22 |
|  | CPU | 1.90 | 2.11 | 2.68 |
| 238140 | IT | 13 | 17 | 21 |
|  | CPU | 10.22 | 12.93 | 15.73 |
| 253500 | IT | 13 | 17 | 22 |
|  | CPU | 33.56 | 35.11 | 53.32 |

Table 4.10: Preconditioned by $\bar{P}_{S}, \bar{P}_{M S}$ and the new preconditioning strategy for Example 4.3.

| DoF | $\beta$ | $\gamma=0.5$ | $\bar{P}_{S}$ | $\bar{P}_{M S}$ | $\mathcal{P}_{\text {3new }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta=10^{-2}$ | IT | 2 | 16 | 19 |
|  |  | CPU | 0.15 | 0.66 | 0.06 |
| 2940 | $\beta=10^{-4}$ | IT | 2 | 28 | 12 |
|  |  | CPU | 0.15 | 1.12 | 0.04 |
|  | $\beta=10^{-6}$ | IT | 2 | 32 | 11 |
|  |  | CPU | 0.15 | 1.27 | 0.03 |
| $\beta=10^{-2}$ | IT | 2 | 14 | 17 |  |
|  |  | CPU | 3.33 | 13.24 | 0.34 |
|  | $\beta=10^{-4}$ | IT | 2 | 24 | 12 |
|  |  | CPU | 3.30 | 21.20 | 0.27 |
|  | $\beta=10^{-6}$ | IT | 2 | 28 | 11 |
|  |  | CPU | 3.29 | 24.63 | 0.24 |

Table 4.11: Numerical results with different $\beta$ for Example 4.3.

| $\gamma=\tau$ | DoF:2940 | $\mathcal{P}_{S}$ | $\mathcal{P}_{M S}$ | $\mathcal{P}_{\text {3new }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta=10^{-8}$ | IT | 9 | 18 | 15 |
|  | CPU | 0.37 | 0.29 | 0.05 |
| $\beta=10^{-6}$ | IT | 17 | 27 | 18 |
|  | CPU | 0.66 | 0.43 | 0.06 |
| $\beta=10^{-4}$ | IT | 13 | 28 | 20 |
|  | CPU | 0.51 | 0.43 | 0.06 |
| $\beta=10^{-2}$ | IT | 5 | 37 | 19 |
|  | CPU | 0.24 | 0.58 | 0.06 |

Table 4.12: Numerical results with different $\beta$ and $\gamma$ for Example 4.3.

| $(\beta, \gamma)$ | DoF:2940 | $\mathcal{P}_{S}$ | $\mathcal{P}_{M S}$ | $\mathcal{P}_{\text {3new }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(10^{2}, 0.01\right)$ | IT | 1 | 5 | 21 |
|  | CPU | 0.10 | 0.63 | 0.07 |
| $\left(10^{-2}, 0.01\right)$ | IT | 21 | 30 | 19 |
|  | CPU | 1.96 | 2.67 | 0.07 |
| $\left(10^{-4}, 0.0001\right)$ | IT | 13 | 43 | 29 |
|  | CPU | 0.51 | 3.85 | 0.09 |
| $\left(10^{-10}, 0.001\right)$ | IT | 18 | 25 | 14 |
|  | CPU | 1.71 | 2.21 | 0.05 |

Table 4.13: Numerical results for larger DoF using new preconditioning strategy for Example 4.3.

| DoF | $\mathcal{P}_{3 \text { new }}$ | $\beta=10^{-8}, \gamma=0.05$ | $\beta=10^{-8}, \gamma=0.1$ | $\beta=10^{-8}, \gamma=0.5$ |
| :---: | :---: | :---: | :---: | :---: |
| 13500 | IT | 20 | 16 | 11 |
|  | CPU | 0.99 | 0.33 | 0.24 |
| 57660 | IT | 21 | 18 | 13 |
|  | CPU | 2.63 | 2.27 | 1.72 |
| 238140 | IT | 20 | 17 | 11 |
|  | CPU | 15.08 | 13.03 | 8.97 |
| 253500 | IT | 20 | 17 | 12 |
|  | CPU | 57.92 | 50.55 | 35.90 |

Table 4.14: Numerical results with the stopping criterion $10^{-6}$ using new preconditioning strategy.

|  | $\gamma$ | $\beta$ | DoF: | 2940 | 13500 | 57660 | 238140 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 4.1 | - | $10^{-2}$ | IT | 27 | 25 | 24 | 23 |
|  |  |  | CPU | 0.33 | 2.09 | 13.08 | 84.85 |
|  |  | $10^{-4}$ | IT | 20 | 20 | 20 | 18 |
|  |  |  | CPU | 0.25 | 1.70 | 11.09 | 68.71 |
|  |  | $10^{-8}$ | IT | 13 | 17 | 20 | 19 |
|  |  |  | CPU | 0.21 | 1.43 | 11.07 | 72.46 |
| Example 4.2 | 0.05 | $10^{-2}$ | IT | 27 | 26 | 24 | 23 |
|  |  |  | CPU | 0.33 | 2.15 | 13.06 | 85.75 |
|  |  | $10^{-4}$ | IT | 27 | 28 | 27 | 26 |
|  |  |  | CPU | 0.33 | 2.27 | 14.58 | 94.45 |
|  |  | $10^{-8}$ | IT | 23 | 32 | 32 | 31 |
|  |  |  | CPU | 0.32 | 2.64 | 17.08 | 102.63 |
|  | 0.5 | $10^{-2}$ | IT | 27 | 25 | 24 | 23 |
|  |  |  | CPU | 0.34 | 2.13 | 12.58 | 82.01 |
|  |  | $10^{-4}$ | IT | 20 | 20 | 20 | 18 |
|  |  |  | CPU | 0.25 | 1.71 | 10.69 | 65.45 |
|  |  | $10^{-8}$ | IT | 12 | 17 | 19 | 19 |
|  |  |  | CPU | 0.21 | 1.41 | 10.22 | 69.75 |
| Example 4.3 | 0.05 | $10^{-8}$ | IT | 24 | 28 | 29 | 29 |
|  |  |  | CPU | 0.36 | 2.49 | 16.44 | 110.97 |
|  | 0.1 | $10^{-8}$ | IT | 19 | 24 | 26 | 25 |
|  |  |  | CPU | 0.29 | 1.98 | 15.18 | 96.22 |
|  | 0.5 | $10^{-8}$ | IT | 13 | 18 | 18 | 18 |
|  |  |  | CPU | 0.22 | 1.49 | 10.64 | 70.63 |

preconditions properties. In Figs. 4.1-4.3, we depict the eigenvalue distributions in the complex plane.

Fig. 4.1 shows the eigenvalue distributions of the coefficient matrix without preconditioning and preconditioned by $P_{S}, P_{M S}$ and $P_{1 \text { new }}$ for Example 4.1, respectively.

Figs. 4.2 and 4.3 depict the eigenvalue distributions of the coefficient matrix without preconditioning and preconditioned by $P_{S}, P_{M S}$ and $P_{2 \text { new }}$ or $P_{3 \text { new }}$ for Example 4.2 or Example 4.3, respectively.

From Theorem 3.3, we can obtain the real intervals of the eigenvalues of the matrices $\mathcal{P}_{1 \text { new }}^{-1} \mathcal{A}_{1}, \mathcal{P}_{2 \text { new }}^{-1} \mathcal{A}_{2}$ and $\mathcal{P}_{3 \text { new }}^{-1} \mathcal{A}_{3}$ are $\left[-1.0692,-2.0048 \times 10^{-6}\right] \cup\left[2.0008 \times 10^{-6}, 1.0674\right]$ (when $\left.r=\frac{1}{2}\right),\left[-2.1107,-2.0048 \times 10^{-6}\right] \cup\left[2.0008 \times 10^{-6}, 2.1094\right]\left(\right.$ when $r=\tau \beta$ and $\left.\beta=10^{-8}\right)$ and

Table 4.15: Numerical results with the stopping criterion $10^{-6}$ preconditioned by $P_{S}$ or $P_{M S}$.

|  | $\gamma$ | $\beta$ | DoF: | 2940 |  | 13500 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Pre.: | $P_{S}$ | $P_{M S}$ | $P_{S}$ | $P_{M S}$ |
| Example 4.1 | - | $10^{-2}$ | IT | 8 | 10 | 8 | 29 |
|  |  |  | CPU | 0.48 | 0.73 | 13.69 | 10.98 |
|  |  | $10^{-4}$ | IT | 19 | 20 | 19 | 20 |
|  |  |  | CPU | 0.99 | 0.50 | 28.35 | 7.92 |
|  |  | $10^{-8}$ | IT | 5 | 9 | 10 | 17 |
|  |  |  | CPU | 0.33 | 0.26 | 16.29 | 7.01 |
| Example 4.2 | 0.05 | $10^{-2}$ | IT | 10 | 29 | 10 | 29 |
|  |  |  | CPU | 0.57 | 0.70 | 16.44 | 11.33 |
|  |  | $10^{-4}$ | IT | 21 | 29 | 21 | 29 |
|  |  |  | CPU | 1.08 | 0.68 | 31.17 | 11.06 |
|  |  | $10^{-8}$ | IT | 9 | 23 | 18 | 32 |
|  |  |  | CPU | 0.53 | 0.55 | 29.26 | 13.12 |
|  | 0.5 | $10^{-2}$ | IT | 8 | 29 | 8 | 27 |
|  |  |  | CPU | 0.47 | 0.68 | 13.52 | 10.20 |
|  |  | $10^{-4}$ | IT | 19 | 20 | 19 | 20 |
|  |  |  | CPU | 1.01 | 0.49 | 28.62 | 8.12 |
|  |  | $10^{-8}$ | IT | 5 | 9 | 10 | 16 |
|  |  |  | CPU | 0.33 | 0.28 | 17.28 | 6.72 |
| Example 4.3 | 0.05 | $10^{-8}$ | IT | 13 | 25 | 21 | 36 |
|  |  |  | CPU | 0.73 | 0.61 | 31.96 | 13.93 |
|  | 0.1 | $10^{-8}$ | IT | 10 | 19 | 19 | 30 |
|  |  |  | CPU | 0.58 | 0.47 | 29.19 | 11.78 |
|  | 0.5 | $10^{-8}$ | IT | 7 | 10 | 12 | 18 |
|  |  |  | CPU | 1.86 | 0.28 | 19.83 | 7.42 |

$\left[-2.0691,-2.0048 \times 10^{-6}\right] \cup\left[2.0008 \times 10^{-6}, 2.0678\right]$ (when $r=10^{-3}$ and $\beta=10^{-8}$ ), respectively.
From Figs. 4.1-4.3 we see that the experimental results are in agreement with theoretical analysis. In Tables 4.2-4.13, we list the numbers of iteration steps, the computing times with respect to the preconditioners $P_{S}, P_{M S}$ and $P_{A B D-l i k e, ~ w h i c h ~ a r e ~ e m p l o y e d ~ t o ~ p r e c o n d i t i o n ~}^{\text {a }}$ MINRES with the stopping criterion $10^{-4}$. Tables 4.14-4.15 list the numerical results (numbers of iteration steps, the computing times) with respect to the preconditioners $P_{S}, P_{M S}$ and $P_{A B D-l i k e}$ with the stopping criterion $10^{-6}$.

For Examples 4.1-4.3, we can apply $\bar{P}_{S}, \bar{P}_{M S}, P_{S}, P_{M S}$ and $P_{\text {new }}$ (or $P_{2 \text { new }}$ or $P_{3 \text { new }}$ ) to serve as preconditioners for MINRES.

Table 4.2 shows the numerical results for Example 4.1 using preconditioner $\bar{P}_{S}, \bar{P}_{M S}$ and $P_{\text {new }}$. Table 4.3 gives the numerical results for Example 4.1 using preconditioner $P_{S}, P_{M S}$ and $P_{1 \text { new }}$. And Table 4.4 list the numerical results for Example 4.1 preconditioned by and $P_{1 \text { new }}$ for larger DoF.

From Tables 4.1-4.3 we see that the new preconditioning strategy requires larger number of iteration steps in some cases, but costs less computing time. Moreover, the difference in computing time becomes more significant for larger DoF.

Similarly, Tables 4.5-4.9 and Tables 4.10-4.13 show the numerical results for Example 4.2 and Example 4.3, respectively.

From Tables 4.14-4.15 we see that the results with the stopping criterion $10^{-4}$ can be
extended to the case when the stopping criterion is $10^{-4}$. Besides, when preconditioned by $P_{S}$ or $P_{M S}$, if the matrix dimension DOF is more than 57660 , the computer will be out of memory. However, when using new preconditioning strategy preconditioned, it works well.

From Tables 4.2-4.15, we observe that in terms of computing time new preconditioning strategy perform significantly better than the other solvers (such as preconditioned by $P_{S}$ and $P_{M S}$ )in solving these problems. The new preconditioning strategy costs less computing time than other solvers and the difference becomes much greater when the mesh is more refined. And the new preconditioning strategy seems to be more effective for a wider range of regularization parameter values as well as mesh sizes for solving the large sparse system which is discretized from time-dependent PDE-constrained optimization problem.

## 5. Conclusions

By utilizing the algebraic properties and the sparse structures of the coefficient matrix, we present a new preconditioning strategy for solving the large sparse system arising in the time-dependent PDE-constrained optimization problems. By using a particularly simple and effective reduction, we first obtain the order-reduced structural linear system. Then a new effective preconditioner is proposed for the reduced-order linear system. Spectral analysis of the original and the preconditioned reduced-order linear system are discussed. Numerical examples illustrate that the new preconditioning strategy shows great advantage in the CPU time for solving this kind of problems for a wide range of mesh sizes and regularization parameter.
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