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#### Abstract

In this paper, we study a weakly over-penalized interior penalty method for non-selfadjoint and indefinite problems. An optimal a priori error estimate in the energy norm is derived. In addition, we introduce a residual-based a posteriori error estimator, which is proved to be both reliable and efficient in the energy norm. Some numerical testes are presented to validate our theoretical analysis.
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## 1. Introduction

We are devoted to studying a weakly over-penalized interior penalty (WOPIP) method [7] for the following non-self-adjoint and indefinite problems

$$
\begin{align*}
-\nabla \cdot(a \nabla u)+\mathbf{b} \cdot \nabla u+c u & =f,
\end{align*} \quad \text { in } \Omega,
$$

where $\Omega \subset R^{2}$ is a bounded polygonal domain with boundary $\partial \Omega$. Here we assume that the data of (1.1), i.e., $\mathbf{D}=(a, \mathbf{b}, c)$ satisfy the following property:

1. There exists $a_{0}>0$ such that $0<a_{0}<a$ and $c \geq 0$;
2. $a \in W_{\infty}^{1}(\Omega), \mathbf{b} \in\left(L^{\infty}(\Omega)\right)^{2}$ and $c \in L^{\infty}(\Omega)$ with
$M=\max \left\{\|a\|_{L^{\infty}(\Omega)},\|\mathbf{b}\|_{L^{\infty}(\Omega)},\|c\|_{L^{\infty}(\Omega)}\right\} ;$
3. $f \in L^{2}(\Omega)$.

The WOPIP method belongs to a class of discontinuous Galerkin (DG) methods, which was first proposed in [7] by Brenner et al. to solve second order elliptic equations. DG methods

[^0]for elliptic problems have been initially proposed in $[2,31]$ in the 1970s-1980s. In recent years they have gained much interest due to their suitability for $h p$-adaptive techniques, flexibility in handling inhomogeneous boundary conditions and curved boundaries, and their flexibility in handling highly nonuniform and unstructured meshes. The reader is referred to [14] for applications of these methods for a wide variety of problems, and to [3] for an over review of these methods for elliptic problems and their a priori error analysis. For more details of the a priori error estimates for second elliptic problems, please refer to [23]. For the theory of a posteriori error bounds for DG methods, the residual-based error estimators measured in mesh-dependent energy norms have been presented in $[5,19,20,22,24]$, and further been studied in $[1,33]$. Some other work on the a posteriori error estimates of DG methods can be found in $[15,26,28,29]$. For the WOPIP method for second order equations, its a priori error estimate was provided in [7], where some advantages of this method were also discussed, e.g., compared with many well-known DG methods presented in [3], the WOPIP method has less computational complexity and is easy to implement. Subsequently, a residual-based posteriori error estimator was presented in [8]. More applications of the WOPIP methods are to use them to solve the biharmonic problem [9] and Stokes equations [4].

The non-self-adjoint and indefinite problems (1.1) often appear in dealing with flow in porous media. To the best of our knowledge, there exists no work on the a posteriori error estimates of DG methods for non-self-adjoint and indefinite problems. The main objective of this paper is to give a residual-based error estimator of the WOPIP DG method for (1.1). In this case, two main difficulties should be overcome, one arises from the effect of a nonsymmetric and indefinite bilinear form, the other stems from the nonconformity of the WOPIP DG method.

The rest of our paper is organized as follows. We introduce some notations and recall the WOPIP method in Section 2. An optimal a priori error estimate of the WOPIP method in the energy norm is provided in Section 3. A residual-based a posteriori error estimator of the WOPIP method is presented in Section 4. Moreover, both the upper bound and lower bound of the error estimator are proved in the energy norm. Finally, some numerical experiments which validate our theoretical results are given in Section 5 .

## 2. Preliminaries and Notations

For a bounded domain $\mathcal{D}$ in $R^{2}$, we denote by $H^{s}(\mathcal{D})$ the standard Sobolev space of functions with regularity exponent $s \geq 0$, associated with norm $\|\cdot\|_{s, \mathcal{D}}$ and seminorm $|\cdot|_{s, \mathcal{D}}$. When $s=0$, $H^{0}(\mathcal{D})$ can be written by $L^{2}(\mathcal{D})$. When $\mathcal{D}=\Omega$, the norm $\|\cdot\|_{s, \Omega}$ is simply written by $\|\cdot\|_{s}$. $H_{0}^{s}(\mathcal{D})$ is the subspace of $H^{s}(\mathcal{D})$ with vanishing trace on $\partial \mathcal{D}$.

Let $\mathcal{T}_{h}$ be a regular decompositions of $\Omega$ into triangles $\{T\}, h_{T}$ denotes the diameter of $T$ and $h=\max _{T \in \mathcal{T}_{h}} h_{T}$. Denote $\varepsilon_{h}^{0}$ by the set of interior edges of elements in $\mathcal{T}_{h}$, and $\varepsilon_{h}^{\partial}$ by the set of boundary edges. Set $\varepsilon_{h}=\varepsilon_{h}^{0} \cup \varepsilon_{h}^{\partial}$. The length of any edge $e \in \varepsilon_{h}$ is denoted by $h_{e}$. Further, we associate a fixed unit normal $\mathbf{n}$ with each edge $e \in \varepsilon_{h}$ such that for edges on the boundary $\partial \Omega, \mathbf{n}$ is the exterior unit normal.

Let $e$ be an interior edge in $\varepsilon_{h}^{0}$ shared by elements $T_{1}$ and $T_{2}$. For a scalar piecewise smooth function $\varphi$, with $\varphi^{i}=\left.\varphi\right|_{T_{i}}$, we define the following jump by

$$
\llbracket \varphi \rrbracket=\varphi^{1}-\varphi^{2}, \quad \text { on } e \in \varepsilon_{h}^{0} .
$$

For a boundary edge $e \in \varepsilon_{h}^{\partial}$, we set

$$
\llbracket \varphi \rrbracket=\varphi .
$$

The weak formulation of (1.1) is to find $u \in V \triangleq H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=\int_{\Omega} f v d x, \quad \forall v \in V \tag{2.1}
\end{equation*}
$$

with

$$
\begin{equation*}
a(u, v)=\int_{\Omega}(a \nabla u \cdot \nabla v+(\mathbf{b} \cdot \nabla u) v+c u v) d x . \tag{2.2}
\end{equation*}
$$

Define the discontinuous Galerkin finite element space by

$$
\begin{equation*}
V_{h}=\left\{v \in L^{2}(\Omega):\left.v\right|_{T} \in P_{1}(T), \quad \forall T \in \mathcal{T}_{h}\right\} . \tag{2.3}
\end{equation*}
$$

Following [7], we present a weakly over-penalized interior penalty method for the problems (1.1): find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a_{h}\left(u_{h}, v\right)=\int_{\Omega} f v d x, \quad \forall v \in V_{h} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{h}\left(u_{h}, v\right)=\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(a \nabla u_{h} \cdot \nabla v+\left(\mathbf{b} \cdot \nabla u_{h}\right) v+c u_{h} v\right) d x+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right)\left(\Pi_{e}^{0} \llbracket v \rrbracket\right), \tag{2.5}
\end{equation*}
$$

with $\Pi_{e}^{0} v$ defined by the mean of $v$ over the $e \in \varepsilon_{h}$, i.e.,

$$
\Pi_{e}^{0} v=\frac{1}{h_{e}} \int_{e} v d s
$$

We may note that the WOPIP method above dose not have the Galerkin orthogonality, i.e.,

$$
a_{h}\left(u-u_{h}, v\right) \neq 0, \quad v \in V_{h}
$$

Define the mesh-dependent norm $\|\cdot\|_{h}$ on $V+V_{h}$ by

$$
\begin{equation*}
\|v\|_{h}=\left(\sum_{T \in \mathcal{T}_{h}}\left(\|\nabla v\|_{0, T}^{2}+\|v\|_{0, T}^{2}\right)+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket v \rrbracket\right)^{2}\right)^{\frac{1}{2}} . \tag{2.6}
\end{equation*}
$$

Let $V_{c} \subset H_{0}^{1}(\Omega)$ be the conforming $P_{1}$ finite element space associated with the triangulation $\mathcal{T}_{h}$. We construct an enriching operator $E: V_{h} \rightarrow V_{c}$ by average

$$
\begin{equation*}
(E v)(p)=\left.\frac{1}{\left|\mathcal{T}_{p}\right|} \sum_{T \in \mathcal{T}_{h}} v\right|_{T}(p) \tag{2.7}
\end{equation*}
$$

where $p$ is any interior node for $\mathcal{T}_{h}, \mathcal{T}_{p}$ is the set of all triangles sharing the node $p$, and $\left|\mathcal{T}_{p}\right|$ is the number of triangles in $\mathcal{T}_{p}$.

The enriching operator $E$ above satisfies $[6,8,18,20]$

$$
\begin{equation*}
\sum_{T \in \mathcal{T}_{h}}\left(h_{T}^{-2}\|v-E v\|_{0, T}^{2}+\|\nabla(v-E v)\|_{0, T}^{2}\right) \leq C\left(\sum_{e \in \varepsilon_{h}} h_{e}^{-1}\|\llbracket v \rrbracket\|_{0, e}^{2}\right), \quad \forall v \in V_{h} \tag{2.8}
\end{equation*}
$$

We need the following result by using Clément or Scott-Zhang interpolation [13, 27].
Lemma 2.1. For any $\psi \in H_{0}^{1}(\Omega)$, there exists a piecewise linear approximation $\left(\psi_{h}=\Pi_{h} \psi\right) \in$ $V_{c}$ such that

$$
\begin{align*}
\left\|\psi-\Pi_{h} \psi\right\|_{0, T} \leq C h_{T}\|\nabla \psi\|_{0, \tilde{T}}, & \forall T \in \mathcal{T}_{h},  \tag{2.9}\\
\left\|\psi-\Pi_{h} \psi\right\|_{0, e} \leq C h_{e}^{\frac{1}{2}}\|\nabla \psi\|_{0, \tilde{e}}, & \forall e \in \varepsilon_{h}, \tag{2.10}
\end{align*}
$$

where $\tilde{T}$ is the union of all elements in $\mathcal{T}_{h}$ having nonempty intersection with $T$, $\tilde{e}=\tilde{T}_{1} \cup \tilde{T}_{2}$ with $e=T_{1} \cap T_{2}$, and $C>0$ is a constant depending only on minimum angle of $\mathcal{T}_{h}$.

## 3. A Priori Error Analysis

The analysis for the a priori error estimate is largely based on the reference [17]. First, we have the following lemma which can be immediately derived from Cauchy-Schwarz inequality.

Lemma 3.1. There exists a constant $C>0$ independent of $h$ but depending on $a_{0}$, and $M$, such that

$$
\begin{equation*}
\left|a_{h}(\phi, v)\right| \leq C\|\phi\|_{h}\|v\|_{h}, \quad \forall \phi, v \in V+V_{h} . \tag{3.1}
\end{equation*}
$$

Then, we prove the Gårding-type inequality on $a_{h}(\cdot, \cdot)$ in the following lemma.
Lemma 3.2. There exist two constants $C_{1}>0$ and $C_{2}>0$ independent $h$ but depending on $a_{0}$, and $M$, such that

$$
\begin{equation*}
a_{h}(v, v) \geq C_{1}\|v\|_{h}^{2}-C_{2}\|v\|_{0}^{2}, \quad \forall v \in V+V_{h} \tag{3.2}
\end{equation*}
$$

Proof. By the definition of $a(\cdot, \cdot)$, we have

$$
\begin{equation*}
a_{h}(v, v)=\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(a \nabla v \cdot \nabla v+(\mathbf{b} \cdot \nabla v) v+c v^{2}\right) d x+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket v \rrbracket\right)^{2} \tag{3.3}
\end{equation*}
$$

By the assumptions on the data $D=(a, \mathbf{b}, c)$, and using Cauchy-Schwarz inequality and Young's inequality, we have

$$
\begin{align*}
& \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(a \nabla v \cdot \nabla v+(\mathbf{b} \cdot \nabla v) v+c v^{2}\right) d x \\
\geq & \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(a|\nabla v|^{2}+c v^{2}\right) d x-\sum_{T \in \mathcal{T}_{h}} \int_{T}|\mathbf{b}\|\nabla v\|| v \mid d x \\
\geq & a_{0} \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(|\nabla v|^{2}+v^{2}\right) d x-a_{0}\|v\|_{0}^{2}-M\left(\sum_{T \in \mathcal{T}_{h}} \int_{T}|\nabla v|^{2} d x\right)^{1 / 2}\|v\|_{0}  \tag{3.4}\\
\geq & a_{0} \sum_{T \in \mathcal{T}_{h}}\left(\|\nabla v\|_{0, T}^{2}+\|v\|_{0, T}^{2}\right) d x-\frac{\alpha}{2} \sum_{T \in \mathcal{T}_{h}}\|\nabla v\|_{0, T}^{2}-\left(\frac{M^{2}}{2 \alpha}+a_{0}\right)\|v\|_{0}^{2} .
\end{align*}
$$

Choosing $\alpha$ to make $a_{0}-\frac{\alpha}{2}>0$, and substituting (3.4) into (3.3), we obtain the lemma.
Let $\mathcal{I}_{h}$ be the Crouzeix-Raviart interpolation operator defined in [7]. Similar to Lemma 3.3 in [7], we have the following lemma.

Lemma 3.3. There exists a constant $C>0$ independent of $h$ but depending the minimum angle of $\mathcal{T}_{h}$, such that

$$
\begin{equation*}
\left\|\phi-\mathcal{I}_{h} \phi\right\|_{h} \leq C h\|\phi\|_{2} \tag{3.5}
\end{equation*}
$$

In particular, in the above lemma, if we choose $\phi$ be the solution of the problem (1.1), since the elliptic regularity $\|u\|_{2} \leq C\|f\|_{0}$ holds, then we have

$$
\begin{equation*}
\left\|u-\mathcal{I}_{h} u\right\|_{h} \leq C h\|u\|_{2} \leq C h\|f\|_{0} \tag{3.6}
\end{equation*}
$$

The following lemma will be used in the proof of the a priori error estimates.

Lemma 3.4. Let $q \in L^{2}(\Omega)$, then for sufficiently small $h$, there exists a unique $\phi_{h} \in V_{h}$ satisfying

$$
\begin{equation*}
a_{h}\left(v_{h}, \phi_{h}\right)=\int_{\Omega} q v_{h} d x, \quad \forall v_{h} \in V_{h} \tag{3.7}
\end{equation*}
$$

Furthermore, $\phi_{h}$ satisfy

$$
\begin{equation*}
\left\|\phi_{h}\right\|_{h} \leq C\|q\|_{0}, \tag{3.8}
\end{equation*}
$$

where $C>0$ is independent of $h$ but depending on $a_{0}, M$ and minimum angle of $\mathcal{T}_{h}$.
Proof. Since (3.7) leads to a system of linear algebraic equations, it is enough to prove uniqueness. Setting $v_{h}=\phi_{h}$ in (3.7) and using Lemma 3.2, we obtain

$$
\begin{aligned}
& C_{1}\left\|\phi_{h}\right\|_{h}^{2}-C_{2}\left\|\phi_{h}\right\|_{0}^{2} \\
\leq & a_{h}\left(\phi_{h}, \phi_{h}\right)=\int_{\Omega} q \phi_{h} d x \leq\|q\|_{0}\left\|\phi_{h}\right\|_{0} .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\left\|\phi_{h}\right\|_{h} \leq C\|q\|_{0}+C\left\|\phi_{h}\right\|_{0} . \tag{3.9}
\end{equation*}
$$

In order to estimate $\left\|\phi_{h}\right\|_{0}$ in terms of $\left\|\phi_{h}\right\|_{h}$, we apply the standard Aubin-Nitsche duality argument. For $\phi_{h}$, we consider the following auxiliary problem

$$
\begin{align*}
-\nabla \cdot(a \nabla \varphi)+\mathbf{b} \cdot \nabla \varphi+c \varphi & =\phi_{h}, \tag{3.10}
\end{align*} \quad \text { in } \Omega,
$$

Then from the assumptions on the problem (1.1) in the introduction, we can see that $\varphi$ satisfies the following elliptic regularity

$$
\begin{equation*}
\|\varphi\|_{2} \leq C\left\|\phi_{h}\right\|_{0} . \tag{3.11}
\end{equation*}
$$

Multiplying (3.10) by $\phi_{h}$ and integrating over $\Omega$, then applying integration by parts, we obtain

$$
\begin{align*}
\left\|\phi_{h}\right\|_{0}^{2} & =a_{h}\left(\varphi, \phi_{h}\right)-\sum_{e \in \varepsilon_{h}} \int_{e}(a \nabla \varphi \cdot \mathbf{n}) \llbracket \phi_{h} \rrbracket d s \\
& =a_{h}\left(\varphi-\mathcal{I}_{h} \varphi, \phi_{h}\right)+a_{h}\left(\mathcal{I}_{h} \varphi, \phi_{h}\right)-\sum_{e \in \varepsilon_{h}} \int_{e}(a \nabla \varphi \cdot \mathbf{n}) \llbracket \phi_{h} \rrbracket d s . \tag{3.12}
\end{align*}
$$

For the first term in the above equality, using Lemma 3.3 and (3.11) we have

$$
\begin{equation*}
a_{h}\left(\varphi-\mathcal{I}_{h} \varphi, \phi_{h}\right) \leq C\left\|\varphi-\mathcal{I}_{h} \varphi\right\|_{h}\left\|\phi_{h}\right\|_{h} \leq C h\|\varphi\|_{2}\left\|\phi_{h}\right\|_{h} \leq C h\left\|\phi_{h}\right\|_{0}\left\|\phi_{h}\right\|_{h} \tag{3.13}
\end{equation*}
$$

For the second term, in view of (3.7), and using the stability of interpolation $\mathcal{I}_{h}$ in $H^{2}(\Omega)$ [7], we get

$$
\begin{align*}
a_{h}\left(\mathcal{I}_{h} \varphi, \phi_{h}\right) & =\int_{\Omega} q \mathcal{I}_{h} \varphi d x \leq\|q\|_{0}\left\|\mathcal{I}_{h} \varphi\right\|_{0}  \tag{3.14}\\
& \leq\|q\|_{0}\left\|\mathcal{I}_{h} \varphi\right\|_{2} \leq C\|q\|_{0}\|\varphi\|_{2}
\end{align*}
$$

For the third term, recalling the result in Lemma 3.2 in [7], we have

$$
\begin{equation*}
\sum_{e \in \varepsilon_{h}} \int_{e}(a \nabla \varphi \cdot \mathbf{n}) \llbracket \phi_{h} \rrbracket d s \leq C\left(\inf _{\varphi_{h} \in V_{h}}\left\|\varphi-\varphi_{h}\right\|_{h}+h\left\|\phi_{h}\right\|_{0}\right)\left\|\phi_{h}\right\|_{h} \tag{3.15}
\end{equation*}
$$

Setting $\varphi_{h}=\mathcal{I}_{h} \varphi$ in the above equality and using Lemma 3.3 and (3.11), we get

$$
\begin{equation*}
\sum_{e \in \varepsilon_{h}} \int_{e}(a \nabla \varphi \cdot \mathbf{n}) \llbracket \phi_{h} \rrbracket d s \leq C h\left\|\phi_{h}\right\|_{0}\left\|\phi_{h}\right\|_{h} \tag{3.16}
\end{equation*}
$$

From (3.13), (3.14), (3.16), and using the elliptic regularity (3.11), we obtain

$$
\begin{equation*}
\left\|\phi_{h}\right\|_{0} \leq C h\left\|\phi_{h}\right\|_{h}+\|q\|_{0} \tag{3.17}
\end{equation*}
$$

Substituting (3.17) into (3.9), we get the the estimate (3.8) for sufficiently small $h$. Moreover, (3.8) implies a unique solution of (3.7), thus the proof is completed.

Based on the above lemmas, we formulate the main result of this section in the following theorem.

Theorem 3.1. Let $u$ be the solution of the problem (1.1), and $u_{h}$ be the numerical solution of the WOPIP method in (2.4). Then, for sufficiently small $h$, there exists a constant $C>0$ independent of $h$ but depending on $a_{0}, M$ and minimum angle of $\mathcal{T}_{h}$, such that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{h} \leq C h\|f\|_{0} \tag{3.18}
\end{equation*}
$$

Proof. Let $e_{r}=u-u_{h}$ be split into $e_{r}=\xi+\chi$, where $\xi=u-\mathcal{I}_{h} u$ and $\chi=\mathcal{I}_{h} u-u_{h}$. Using lemmas 3.1 and 3.2, we have

$$
\begin{aligned}
C_{1}\|\chi\|_{h}^{2}-C_{2}\|\chi\|_{0}^{2} \leq a_{h}(\chi, \chi) & =a_{h}\left(\mathcal{I}_{h} u-u, \chi\right)+a_{h}\left(u-u_{h}, \chi\right) \\
& \leq C\|\xi\|_{h}\|\chi\|_{h}+a_{h}\left(u-u_{h}, \chi\right) .
\end{aligned}
$$

For the term $a_{h}\left(u-u_{h}, \chi\right)$ in the above inequality, using Lemma 3.2 in [7] we obtain

$$
\begin{equation*}
a_{h}\left(u-u_{h}, \chi\right) \leq C\left(\inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{h}+h\|f\|_{0}\right)\|\chi\|_{h} . \tag{3.19}
\end{equation*}
$$

Noting that $\|\chi\|_{0} \leq\|\chi\|_{h}$, then we have

$$
\begin{equation*}
\|\chi\|_{h} \leq C\|\xi\|_{h}+C\|\chi\|_{0}+C\left(\inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{h}+h\|f\|_{0}\right) . \tag{3.20}
\end{equation*}
$$

In order to estimate $\|\chi\|_{0}$, we set $q=\chi$ and $v_{h}=\chi$ in Lemma 3.4. Using Lemma 3.1 and (3.19), we have

$$
\begin{aligned}
\|\chi\|_{0}^{2}=a_{h}\left(\chi, \phi_{h}\right) & =a_{h}\left(\mathcal{I}_{h} u-u_{h}, \phi_{h}\right) \\
& =a_{h}\left(\mathcal{I}_{h} u-u, \phi_{h}\right)+a_{h}\left(u-u_{h}, \phi_{h}\right) \\
& \leq\|\xi\|_{h}\left\|\phi_{h}\right\|_{h}+C\left(\inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{h}+h\|f\|_{0}\right)\left\|\phi_{h}\right\|_{h} .
\end{aligned}
$$

Using (3.8) in Lemma 3.4, we get $\left\|\phi_{h}\right\|_{h} \leq C\|\chi\|_{0}$, then we have

$$
\begin{equation*}
\|\chi\|_{0} \leq C\|\xi\|_{h}+C\left(\inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{h}+h\|f\|_{0}\right) \tag{3.21}
\end{equation*}
$$

In view of (3.20) and (3.21), we obtain

$$
\begin{equation*}
\|\chi\|_{h} \leq C\|\xi\|_{h}+C\left(\inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{h}+h\|f\|_{0}\right) \tag{3.22}
\end{equation*}
$$

Setting $v_{h}=\mathcal{I}_{h} u$ in (3.22), using (3.6) and triangle inequality, we obtain the theorem.
Furthermore, by similar dual arguments used in [25], we can obtain the a priori error estimate in $L^{2}$-norm in the following theorem.

Theorem 3.2. Let $u$ be the solution of the problem (1.1), and $u_{h}$ be the numerical solution of the WOPIP method in (2.4). Then, for sufficiently small $h$, there exists a constant $C>0$ independent of $h$ but depending on $a_{0}, M$ and minimum angle of $\mathcal{T}_{h}$, such that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{0} \leq C h^{2}\|f\|_{0} \tag{3.23}
\end{equation*}
$$

Using Lemma 3.4, we can prove the existece of a unique solution to the problem (2.4). Let us assume that $u_{h}^{1}$ and $u_{h}^{2}$ are two distinct solutions of (2.4) and define $\theta=u_{h}^{1}-u_{h}^{2}$. Since $a_{h}\left(\theta, v_{h}\right)=0$ for all $v_{h} \in V_{h}$, setting $q=\theta, v_{h}=\theta$ in (3.7), we get

$$
\|\theta\|_{0}^{2}=a_{h}\left(\theta, \phi_{h}\right)=a_{h}\left(u_{h}^{1}-u_{h}^{2}, \phi_{h}\right)=0
$$

Then we have $\theta=0$, i.e., $u_{h}^{1}=u_{h}^{2}$, which leads to a contradiction. Therefore, there exists a unique solution $u_{h}$ for the problem (2.4). Since the problem is finite dimensional, uniquess implies the existence of $u_{h}$.

## 4. A Posteriori Error Analysis

We first introduce our residual-based error estimator as follows:

1. For any $T \in \mathcal{T}_{h}$ we define the element residual $\eta_{T}$ by

$$
\begin{equation*}
\eta_{T}=h_{T}\left\|\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right\|_{0, T}, \tag{4.1}
\end{equation*}
$$

where $\bar{f}$ is the piecewise constant function which takes the mean value of $f$ on $T \in \mathcal{T}_{h}$

$$
\left.\bar{f}\right|_{T}=\frac{1}{|T|} \int_{T} f d x, \quad \forall T \in \mathcal{T}_{h}
$$

2. For any $e \in \varepsilon_{h}$, we define the jump residual $\eta_{e, 1}$ by

$$
\begin{equation*}
\eta_{e, 1}^{2}=h_{e}^{-2}\left|\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right|^{2}+h_{e}^{-1}\left\|\llbracket u_{h} \rrbracket\right\|_{0, e}^{2} . \tag{4.2}
\end{equation*}
$$

3. For any $e \in \varepsilon_{h}^{0}$, we define the jump residual $\eta_{e, 2}$ by

$$
\begin{equation*}
\eta_{e, 2}^{2}=h_{e}\left\|\llbracket\left(a \nabla u_{h}\right) \cdot \mathbf{n} \rrbracket\right\|_{0, e}^{2} . \tag{4.3}
\end{equation*}
$$

Then, the error estimator $\eta_{h}$ is defined by

$$
\begin{equation*}
\eta_{h}^{2}=\sum_{T \in \mathcal{T}_{h}} \eta_{T}^{2}+\sum_{e \in \varepsilon_{h}} \eta_{e, 1}^{2}+\sum_{e \in \varepsilon_{h}^{0}} \eta_{e, 2}^{2} . \tag{4.4}
\end{equation*}
$$

### 4.1. Reliability

In this subsection, we shall prove the reliability of the error estimator $\eta_{h}$.
Theorem 4.1. Let $u$ denote the solution of the problem (1.1), and $u_{h}$ denote the numerical solution of the WOPIP method in (2.4). Then for sufficiently small $h$, there exist constants $C_{R}>0, C_{P}>0$ depending on $a_{0}, M$ and the minimum angle of $\mathcal{T}_{h}$ such that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{h} \leq C_{R} \eta_{h}+C_{P}\left(\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\|f-\bar{f}\|_{0, T}^{2}\right)^{\frac{1}{2}} \tag{4.5}
\end{equation*}
$$

Proof. Following [16,20], we set $e_{r}=u-u_{h}=e_{c}+e_{d}$, with $e_{c}=u-E u_{h}$ and $e_{d}=E u_{h}-u_{h}$, here $E$ is the enriching operator defined in the section 2. Note that the terms $e_{c}=u-E u_{h}$ and $e_{d}=E u_{h}-u_{h}$ are referred as conforming error and nonconforming error. By the triangle inequality, we get

$$
\begin{equation*}
\left\|e_{r}\right\|_{h} \leq\left\|e_{c}\right\|_{h}+\left\|e_{d}\right\|_{h} . \tag{4.6}
\end{equation*}
$$

First, we bound the second term $\left\|e_{d}\right\|_{h}$ on the right-hand side of the above inequality. Since $\Pi_{e}^{0} \llbracket E u_{h} \rrbracket=0$, by the property of enriching operator $E$ in (2.8), the second term $\left\|e_{d}\right\|_{h}$ can be bounded by

$$
\begin{align*}
\left\|e_{d}\right\|_{h}^{2} & =\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\left\|\nabla\left(E u_{h}-u_{h}\right)\right\|_{0, T}^{2}+\left\|E u_{h}-u_{h}\right\|_{0, T}^{2}\right)+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right)^{2} \\
& \leq C\left(\sum_{e \in \varepsilon_{h}} h_{e}^{-1}\left\|\llbracket u_{h} \rrbracket\right\|_{0, e}^{2}\right)+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right)^{2} \\
& \leq C \sum_{e \in \varepsilon_{h}} \eta_{e, 1}^{2} . \tag{4.7}
\end{align*}
$$

Then it leaves us to bound the first term $\left\|e_{c}\right\|_{h}$ on the right-hand side of (4.6). Let $\Pi_{h}$ denote the Clément or Scott-Zhang interpolation in Lemma 2.1, then $\Pi_{h} e_{c} \in V_{c}$ and we define $\zeta=$ $e_{c}-\Pi_{h} e_{c}$. Denote by $\langle\cdot, \cdot\rangle$ the inner product in $L^{2}(\Omega)$, then $\left\langle f, e_{c}\right\rangle=\int_{\Omega} f e_{c} d x$, thus $a_{h}\left(u, e_{c}\right)=$ $\left\langle f, e_{c}\right\rangle$, we then have

$$
\begin{aligned}
a_{h}\left(e_{r}, e_{c}\right) & =a_{h}\left(u, e_{c}\right)-a_{h}\left(u_{h}, e_{c}\right) \\
& =\left\langle f, e_{c}\right\rangle-a_{h}\left(u_{h}, \zeta\right)-a_{h}\left(u_{h}, \Pi_{h} e_{c}\right) \\
& =\langle f, \zeta\rangle-a_{h}\left(u_{h}, \zeta\right),
\end{aligned}
$$

which implies

$$
\begin{equation*}
a_{h}\left(e_{c}, e_{c}\right)=\langle f, \zeta\rangle-a_{h}\left(u_{h}, \zeta\right)-a_{h}\left(e_{d}, e_{c}\right) \tag{4.8}
\end{equation*}
$$

By the definition of $a_{h}(\cdot, \cdot)$, integrating by parts, and using Cauchy-Schwarz inequality, (2.9) and (2.10) in Lemma 2.1, we obtain

$$
\begin{aligned}
& \langle f, \zeta\rangle-a_{h}\left(u_{h}, \zeta\right) \\
& =\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right) \zeta d x+\sum_{T \in \mathcal{T}_{h}} \int_{T}(f-\bar{f}) \zeta d x \\
& \quad-\sum_{T \in \mathcal{T}_{h}} \int_{\partial T}\left(a \nabla u_{h} \cdot \mathbf{n}\right) \zeta d s+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right)\left(\Pi_{e}^{0} \llbracket \zeta \rrbracket\right) \\
& \leq \\
& \quad \sum_{T \in \mathcal{T}_{h}}\left(h_{T}\left\|\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right\|_{0, T}\right)\left(h_{T}^{-1}\|\zeta\|_{0, T}\right) \\
& \quad+\sum_{T \in \mathcal{T}_{h}}\left(h_{T}\|f-\bar{f}\|_{0, T}\right)\left(h_{T}^{-1}\|\zeta\|_{0, T}\right)+\sum_{e \in \varepsilon_{h}^{0}}\left(h_{e}^{\frac{1}{2}}\left\|\llbracket\left(a \nabla u_{h}\right) \cdot \mathbf{n} \rrbracket\right\|_{0, e}\right)\left(h_{e}^{-\frac{1}{2}}\|\zeta\|_{0, e}\right) \\
& \quad+\sum_{e \in \varepsilon_{h}} h_{e}^{-2}\left(\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right)\left(\Pi_{e}^{0} \llbracket \zeta \rrbracket\right)
\end{aligned}
$$

$$
\begin{align*}
\leq & C\left(\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\left\|\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right\|_{0, T}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|\nabla e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
& +C\left(\sum_{e \in \varepsilon_{h}^{0}} h_{e}\left\|\mathbb{I}\left(a \nabla u_{h}\right) \cdot \mathbf{n}\right\|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|\nabla e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
& +C\left(\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\|f-\bar{f}\|_{0, T}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|\nabla e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
\leq & C\left(\left(\sum_{T \in \mathcal{T}_{h}} \eta_{T}^{2}\right)^{1 / 2}+\left(\sum_{e \in \varepsilon_{h}^{0}} \eta_{e, 2}^{2}\right)^{1 / 2}+\left(\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\|f-\bar{f}\|_{0, T}^{2}\right)^{1 / 2}\right)\left\|e_{c}\right\|_{h} . \tag{4.9}
\end{align*}
$$

We note that in the last step of the above inequality we use the fact $\Pi_{e}^{0} \llbracket \zeta \rrbracket=0$ on $\varepsilon_{h}$.
On the other hand, using Cauchy-Schwarz inequality and the property of enriching operator $E$ in (2.8), and noting that $\Pi_{e}^{0} \llbracket e_{c} \rrbracket=0$, we have

$$
\begin{align*}
a_{h}\left(e_{d}, e_{c}\right)= & \sum_{T \in \mathcal{T}_{h}} \int_{T} a \nabla e_{d} \nabla e_{c}+\left(\mathbf{b} \cdot \nabla e_{d}\right) e_{c}+c e_{d} e_{c} d x \\
\leq & C \sum_{T \in \mathcal{T}_{h}}\left(\left\|\nabla e_{d}\right\|_{0, T}\left\|\nabla e_{c}\right\|_{0, T}+\left\|\nabla e_{d}\right\|_{0, T}\left\|e_{c}\right\|_{0, T}+\left\|e_{d}\right\|_{0, T}\left\|e_{c}\right\|_{0, T}\right) \\
\leq & C\left(\sum_{e \in \varepsilon_{h}} h_{e}^{-1}\left\|\llbracket u_{h}\right\| \|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|\nabla e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
& +C\left(\sum_{e \in \varepsilon_{h}} h_{e}^{-1}\left\|\llbracket u_{h}\right\| \|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
& +C\left(\sum_{e \in \varepsilon_{h}} h_{e}\left\|\llbracket u_{h} \rrbracket\right\|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{T \in \mathcal{T}_{h}}\left\|e_{c}\right\|_{0, T}^{2}\right)^{1 / 2} \\
\leq & C\left(\sum_{e \in \varepsilon_{h}} \eta_{e, 1}^{2}\right)^{1 / 2}\left\|e_{c}\right\|_{h} . \tag{4.10}
\end{align*}
$$

From the Gårding type inequality in Lemma 3.2, we obtain

$$
\begin{equation*}
C_{1}\left\|e_{c}\right\|_{h}^{2} \leq a_{h}\left(e_{c}, e_{c}\right)+C_{2}\left\|e_{c}\right\|_{0}^{2} \tag{4.11}
\end{equation*}
$$

Moreover, using the technique in [12,25], we have the following estimate: for any $\epsilon>0$ the exists a $\epsilon_{0}(\epsilon)$ such that for the meshsize $h \in\left(0, \epsilon_{0}\right]$

$$
\begin{equation*}
\left\|e_{c}\right\|_{0} \leq \epsilon\left\|e_{c}\right\|_{h} \tag{4.12}
\end{equation*}
$$

Combining (4.8)-(4.12) with Cauchy-Schwarz inequality, we get

$$
\begin{equation*}
\left\|e_{c}\right\|_{h} \leq C_{1} \eta_{h}+C_{2}\left(\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\|f-\bar{f}\|_{0, T}^{2}\right)^{1 / 2} \tag{4.13}
\end{equation*}
$$

Then the theorem follows from (4.6), (4.7) and (4.13).

### 4.2. Efficiency

In this subsection, we shall prove the efficiency of the error estimator. To obtain the efficiency bound, we make use of bubble function technique introduced by Verfürth [30]. Denote by $b_{T}$
the standard polynomial bubble function on element $T$, and by $b_{e}$ the standard polynomial bubble function on an interior edge $e$, shared by two elements $T$ and $T^{\prime}$. Then we have the following results [30, 32].

Lemma 4.1. For any polynomial function $v$, there exists a constant $C>0$ depending on the minimum angle of $\mathcal{T}_{h}$ such that

$$
\begin{align*}
& \left\|b_{T} v\right\|_{0, T} \leq C\|v\|_{0, T}  \tag{4.14}\\
& \|v\|_{0, T} \leq C\left\|b_{T}^{\frac{1}{2}} v\right\|_{0, T}  \tag{4.15}\\
& \left\|\nabla\left(b_{T} v\right)\right\|_{0, T} \leq C h_{T}^{-1}\|v\|_{0, T} \tag{4.16}
\end{align*}
$$

Similarly, for any polynomial function $w$ on interior edge $e$, there exists a constant $C>0$ depending on the minimum angle of $\mathcal{T}_{h}$ such that

$$
\begin{equation*}
\|w\|_{0, e} \leq C\left\|b_{e}^{\frac{1}{2}} w\right\|_{0, e} \tag{4.17}
\end{equation*}
$$

Furthermore, there exists an extension $W_{b} \in H_{0}^{1}\left(\bar{T} \cup \bar{T}^{\prime}\right)$ of $b_{e} w$ such that $\left.W_{b}\right|_{e}=b_{e} w$ and

$$
\begin{align*}
& \left\|W_{b}\right\|_{0, T} \leq C h_{e}^{\frac{1}{2}}\|w\|_{0, e}  \tag{4.18}\\
& \left\|\nabla W_{b}\right\|_{0, T} \leq C h_{e}^{-\frac{1}{2}}\|w\|_{0, e} \tag{4.19}
\end{align*}
$$

where $C>0$ is a constant depending on the minimum angle of $\mathcal{T}_{h}$.
To begin, we prove the following local bounds.
Lemma 4.2. Let $u$ be the solution of the problem (1.1), and $u_{h}$ be the numerical solution of the WOPIP method in (2.4). Then the following local bounds hold:
(i) For any $T \in \mathcal{T}_{h}$, we have

$$
\begin{equation*}
\eta_{T} \leq C\left(\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+h_{T}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+h_{T}\left\|u-u_{h}\right\|_{0, T}+h_{T}\|f-\bar{f}\|_{0, T}\right) \tag{4.20}
\end{equation*}
$$

(ii) For any interior edge $e \in \varepsilon_{h}^{0}$ which belongs to two elements $T$ and $T^{\prime}$, we have

$$
\begin{gather*}
\eta_{e, 2} \leq C \sum_{T \in U_{e}}\left(\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+h_{T}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}\right.  \tag{4.21}\\
\left.+h_{T}\left\|u-u_{h}\right\|_{0, T}+h_{T}\|f-\bar{f}\|_{0, T}\right)
\end{gather*}
$$

with $U_{e}=\left\{T, T^{\prime}\right\}$.
(iii) For any edge $e \in \varepsilon_{h}$, we have

$$
\begin{align*}
h_{e}^{-2}\left|\Pi_{e}^{0} \llbracket u_{h} \rrbracket\right|^{2} & =h_{e}^{-2}\left|\Pi_{e}^{0} \llbracket u-u_{h} \rrbracket\right|^{2},  \tag{4.22}\\
h_{e}^{-1}\left\|\llbracket u_{h} \rrbracket\right\|_{0, e}^{2} & =h_{e}^{-1}\left\|\llbracket u-u_{h} \rrbracket\right\|_{0, e}^{2} . \tag{4.23}
\end{align*}
$$

All the constants $C>0$ appear in the above inequalities depend on $a_{0}, M$ and the minimum angle of $\mathcal{T}_{h}$, and $\bar{f}$ is the piecewise constant function which takes the mean value of $f$ on $T \in \mathcal{T}_{h}$

$$
\left.\bar{f}\right|_{T}=\frac{1}{|T|} \int_{T} f d x, \quad \forall T \in \mathcal{T}_{h}
$$

Proof. (i) Set $v_{h}=\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}$, and $v_{b}=b_{T} v_{h}$. Since $-\nabla \cdot(a \nabla u)+\mathbf{b}$. $\nabla u+c u=f$ in $L^{2}(T)$, we have

$$
\begin{aligned}
\left\|b_{T}^{\frac{1}{2}} v_{h}\right\|_{0, T}^{2}= & \int_{T}\left(\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right) v_{b} d x \\
= & \int_{T}\left(f+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right) v_{b} d x+\int_{T}(\bar{f}-f) v_{b} d x \\
= & \int_{T}\left(-\nabla \cdot\left(a \nabla\left(u-u_{h}\right)\right)+\mathbf{b} \cdot \nabla\left(u-u_{h}\right)+c\left(u-u_{h}\right)\right) v_{b} d x+\int_{T}(\bar{f}-f) v_{b} d x \\
= & \int_{T} a \nabla\left(u-u_{h}\right) \nabla v_{b} d x+\int_{T} \mathbf{b} \cdot \nabla\left(u-u_{h}\right) v_{b} d x+\int_{T} c\left(u-u_{h}\right) v_{b} d x \\
& \quad+\int_{T}(\bar{f}-f) v_{b} d x
\end{aligned}
$$

where in the last step we have used integration by parts and the fact that $v_{b}=0$ on $\partial T$. Then by Cauchy-Schwarz inequality we have

$$
\begin{aligned}
\left\|v_{h}\right\|_{0, T}^{2} \leq & C\left(\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}\left\|\nabla v_{b}\right\|_{0, T}+\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}\left\|v_{b}\right\|_{0, T}\right. \\
& \left.+\left\|u-u_{h}\right\|_{0, T}\left\|v_{b}\right\|_{0, T}+\|f-\bar{f}\|_{0, T}\left\|v_{b}\right\|_{0, T}\right) .
\end{aligned}
$$

Moreover, using (4.14) and (4.16), we obtain

$$
\left\|v_{h}\right\|_{0, T} \leq C\left(h_{T}^{-1}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+\left\|u-u_{h}\right\|_{0, T}+\|f-\bar{f}\|_{0, T}\right)
$$

Noting that $\eta_{T}=h_{T}\left\|v_{h}\right\|_{0, T}$, the above inequality gives (i).
(ii) For any interior edge $e \in \varepsilon_{h}^{0}$, set $w_{h}=\llbracket\left(a \nabla u_{h}\right) \cdot \mathbf{n} \rrbracket, w_{b}=b_{e} w_{h}$. Defining $W_{b} \in$ $H_{0}^{1}\left(\bar{T} \cup \bar{T}^{\prime}\right)$ by the the extension of $w_{b}$ which satisfies (4.18) and (4.19). Using the fact that $\llbracket(a \nabla u) \cdot \mathbf{n} \rrbracket=0$, we get

$$
\begin{aligned}
\left\|b_{e}^{\frac{1}{2}} w_{h}\right\|_{0, e}^{2}= & \int_{e} \llbracket\left(a \nabla u_{h}\right) \cdot \mathbf{n} \rrbracket w_{b} d s=\int_{e} \llbracket\left(a \nabla\left(u_{h}-u\right)\right) \cdot \mathbf{n} \rrbracket w_{b} d s \\
= & \sum_{T \in U_{e}}\left(\int_{T}\left(\nabla \cdot\left(a \nabla\left(u_{h}-u\right)\right)\right) W_{b} d x+\int_{T} a \nabla\left(u_{h}-u\right) \nabla W_{b} d x\right) \\
= & \sum_{T \in U_{e}} \int_{T}\left((\bar{f}-f)+\nabla \cdot\left(a \nabla\left(u_{h}-u\right)\right)-\mathbf{b} \cdot \nabla\left(u_{h}-u\right)-c\left(u_{h}-u\right)\right) W_{b} d x \\
& \quad+\int_{T} a \nabla\left(u_{h}-u\right) \nabla W_{b} d x-\int_{T}(\bar{f}-f) W_{b} d x \\
& \quad+\int_{T} \mathbf{b} \cdot \nabla\left(u_{h}-u\right) W_{b} d x+\int_{T} c\left(u_{h}-u\right) W_{b} d x .
\end{aligned}
$$

Since $-\nabla \cdot(a \nabla u)+\mathbf{b} \cdot \nabla u+c u=f$ in $L^{2}(T)$, in view of (4.18) and (4.19), we have

$$
\begin{gathered}
\left\|w_{h}\right\|_{0, e} \leq C \sum_{T \in U_{e}}\left(h_{e}^{\frac{1}{2}}\left\|\bar{f}+\nabla \cdot\left(a \nabla u_{h}\right)-\mathbf{b} \cdot \nabla u_{h}-c u_{h}\right\|_{0, T}+h_{e}^{-\frac{1}{2}}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}\right. \\
\left.+h_{e}^{\frac{1}{2}}\|f-\bar{f}\|_{0, T}+h_{e}^{\frac{1}{2}}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+h_{e}^{\frac{1}{2}}\left\|\left(u-u_{h}\right)\right\|_{0, T}\right)
\end{gathered}
$$

Making use of the bound for $\eta_{T}$ and the shape-regularity of the mesh, we obtain

$$
\begin{aligned}
h_{e}^{\frac{1}{2}}\left\|\llbracket\left(a \nabla u_{h}\right) \cdot \mathbf{n} \rrbracket\right\|_{0, e} \leq C \sum_{T \in U_{e}} & \left(\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}+h_{T}\left\|\nabla\left(u-u_{h}\right)\right\|_{0, T}\right. \\
+ & \left.h_{T}\left\|u-u_{h}\right\|_{0, T}+h_{T}\|f-\bar{f}\|_{0, T}\right),
\end{aligned}
$$

which yields (ii).
(iii) Since $\Pi_{e}^{0} \llbracket u \rrbracket=0$ on interior edges and $u=0$ on the boundary edges, we can obtain (4.22)-(4.23) immediately.

We further recall a relation between the jumps across edges and the norm $\left\|\|\cdot\|_{h}\right.$ from Lemma 3.1 in [7]

$$
\begin{equation*}
\sum_{e \in \varepsilon_{h}} h_{e}^{-1}\|\llbracket v \rrbracket\|_{0, e}^{2} \leq C\|v\|_{h}, \quad \forall v \in V+V_{h} \tag{4.24}
\end{equation*}
$$

Based on the above lemma and (4.24), we can obtain the main result of this section in the following theorem.

Theorem 4.2. Let $u$ denote the solution of the problem (1.1), and $u_{h}$ denote the numerical solution of the WOPIP method in (2.4). Then there exists a constant $C_{E}>0$ depending on $a_{0}$, $M$ and the minimum angle of $\mathcal{T}_{h}$ such that

$$
\begin{equation*}
\eta_{h} \leq C_{E}\left(\left\|u-u_{h}\right\|_{h}^{2}+\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\|f-\bar{f}\|_{0, T}^{2}\right)^{\frac{1}{2}} \tag{4.25}
\end{equation*}
$$

## 5. Numerical Experiments

All the numerical experiments in this section are implemented by MATLAB. In each adaptive finite element procedure, we refine the marked triangles by the bisection algorithm, which derives from the AFEM@matlab implementation [11]. First, by choosing enough smooth exact solution $u$ in the following example, we provide some results of the a priori error.
Example 5.1. We set the exact solution $u=x(1-x) y(1-y)$ with the corresponding righthand side function $f$ and $\Omega=(0,1) \times(0,1)$ in problems (1.1), here the data $D=(a, \mathbf{b}, c)$ is chosen such that $a=1, \mathbf{b}=(1,1)$ and $c=1$, respectively.

For this test, in Fig. 5.1, we show the energy errors $\left\|u-u_{h}\right\|_{h}$ with respect to the mesh size $h$ in the logarithmic scale. The order of convergence rate which is also the absolute value of the slope of line is 1.0262 , these results confirm Theorem 3.1. Moreover, in Fig. 5.2 we describe the error between the exact solution $u$ and its numerical solution $u_{h}$.


Fig. 5.1. The convergence rate for the WOPIP method.


Fig. 5.2. The error between the exact solution $u$ and its numerical solution $u_{h}$ with $h=\frac{1}{64}$.

As for the a posteriori error estimates, we present some results by introducing the following L-shape domain example.
Example 5.2. We consider the problem of (1.1) with the exact solution given by $u=r^{\frac{2}{3}} \sin \left(\frac{2}{3} \theta\right)$ (in cylindrical coordinates) defined on the $L$-shaped domain $\Omega=(-1,1)^{2} \backslash([0,1] \times[-1,0])$, here the data $D=(a, \mathbf{b}, c)$ is chosen such that $a=1, \mathbf{b}=(r \sin \theta, r \cos \theta)$ and $c=r^{1 / 2}$, respectively.

First, in Fig. 5.3, in log-log coordinates, we show the true error $\left\|u-u_{h}\right\|_{h}$ and the error estimator

$$
\eta_{h}=\left(\sum_{T \in \mathcal{T}_{h}} \eta_{T}^{2}++\sum_{e \in \varepsilon_{h}} \eta_{e, 1}^{2}+\sum_{e \in \varepsilon_{h}^{0}} \eta_{e, 2}^{2}\right)^{1 / 2}
$$

which are computed on a sequence of adaptive meshes as functions of number of degrees of freedom. These results validate the theoretical analysis in the Theorem 4.1 and Theorem 4.2. In Fig. 5.4, we also show the adaptive mesh of 22 level in the computational procedure. From the convergence history in Fig. 5.3, we observe the quasi-optimality of the adaptive algorithm in the sense that $\left\|u-u_{h}\right\|_{h} \approx C N^{-1 / 2}$ asymptotically, here $N$ is the number of degrees of


Fig. 5.3. Convergence history of the adaptive algorithm for Example 5.2.


Fig. 5.4. Adaptive mesh of level 22 for Example 5.2.


Fig. 5.5. Convergence history of the adaptive algorithm for Example 5.3.
freedom.
Example 5.3. We consider a convection-dominated diffusion problem of (1.1) on the domain $\Omega=(0,1)^{2}$ (cf. experiment 2 in [21] and example 7.2 in [10]), the coefficients are given by

$$
a=\epsilon I, \quad \epsilon=10^{-3}, \quad \mathbf{b}=(y, 0.7-x), \quad c=f=0
$$

and the boudary condtions are Dirichlet type, i.e., $u=g$ on $\partial \Omega$. The data $g$ is given by

$$
g(x, y)= \begin{cases}1, & \{0.4+\tau \leq x \leq 0.7-\tau, y=0\}  \tag{5.1}\\ 0, & \partial \Omega \backslash\{0.4 \leq x \leq 0.7, y=0\} \\ \text { linear, } & \{0.4 \leq x \leq 0.4+\tau, y=0\} \text { or }\{0.7-\tau \leq x \leq 0.7, y=0\}\end{cases}
$$

We set the parameter $\tau=0.003$. The convergence history showed in Fig. 5.5 also illustrates the optimal convergence of the adaptive algorithm when the mesh size is small enough.
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