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Abstract. For solving large-scale sparse inconsistent linear systems by iteration me-

thods, we introduce a relaxation parameter in the probability criterion of the greedy

randomized augmented Kaczmarz method, obtaining a class of relaxed greedy rando-

mized augmented Kaczmarz methods. We prove the convergence of these methods and

estimate upper bounds for their convergence rates. Theoretical analysis and numerical

experiments show that these methods can perform better than the greedy randomized

augmented Kaczmarz method if the relaxation parameter is chosen appropriately.
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1. Introduction

We consider iterative solution of the large-scale sparse linear system

Ax = b, with A∈ Cm×n and b ∈ Cm, (1.1)

that is, A is a complex m×n matrix, b is a complex m-dimensional vector, and x is a complex

n-dimensional unknown vector. We also introduce an augmented linear system associated
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with the above linear system (1.1), which is
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where A, x , and b are defined as before, Im is an m×m identity matrix, and z is a complex m-

dimensional auxiliary vector. In addition, A∗ denotes the conjugate transpose of the matrix

A∈ Cm×n.

The Kaczmarz method, also known as the algebraic reconstruction technique (ART),

is a classical and effective iteration method for solving the linear system (1.1). In 2009,

Strohmer and Vershynin [14] proposed the randomized Kaczmarz (RK) method by sweep-

ing through the rows randomly rather than sequentially, and proved its expected exponen-

tial rate of convergence. Afterwards, many computationally effective iteration methods

have been proposed and implemented on the basis of the RK method, in order to further

improve its convergence rate and enlarge its application range. For instance, Zouzias and

Freris [16] introduced the randomized extended Kaczmarz (REK) method to handle the

problem that the RK method can not converge when the linear system (1.1) is inconsistent;

Needell and Tropp [13] discussed a block randomized Kaczmarz method to accelerate the

convergence rate of the RK method; Bai and Wu [4,5] initiated the probability criterion of

the row selection to grasp larger entries of the residual vector at each iteration step, propos-

ing the greedy randomized Kaczmarz (GRK) method, which converges significantly faster

than the RK method; and, more recently, Bai and Wu [8] further proposed the greedy ran-

domized augmented Kaczmarz (GRAK) method, which technically applies the GRK method

to the equivalent consistent augmented linear system (1.2). The GRAK method can be

widely used in solving large sparse system of linear equations especially in the inconsistent

case, and it can be much more effective than the REK method in numerical experiments.

We refer to [2, 3, 6, 7, 10–12, 15] for more details on the analysis and implementations of

the RK method and its generalized variants.

In this paper, we introduce a relaxation parameter in the probability criterion of the

GRAK method, obtaining a so-called relaxed greedy randomized augmented Kaczmarz

(RGRAK) method for solving the large-scale, sparse, and inconsistent linear system Ax = b

in (1.1). In other words, we can derive the RGRAK method by directly applying the relaxed

greedy randomized Kaczmarz (RGRK) method given in [5] to the equivalent consistent

augmented linear system (1.2). We prove the convergence of the RGRAK method, and

give an upper bound for its convergence rate. Moreover, in theory we demonstrate that

this upper bound is smaller than that of the GRAK method when the relaxation parameter

θ ≥ 1/2. Numerical experiments also confirm that the RGRAK method outperforms the

GRAK method in terms of both iteration steps and computing times, provided we have an

appropriate choice of the relaxation parameter θ .

The organization of this paper is as follows. In Section 2 we describe the RGRAK method

and analyze its convergence property. In Section 3 we report numerical results. We end

this paper with conclusions and remarks in Section 4.


