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Abstract. This paper proposes a high order deep domain decomposition method
(HOrderDeepDDM) for solving high-frequency interface problems, which combines
high order deep neural network (HOrderDNN) with domain decomposition method
(DDM). The main idea of HOrderDeepDDM is to divide the computational domain
into some sub-domains by DDM, and apply HOrderDNNs to solve the high-frequency
problem on each sub-domain. Besides, we consider an adaptive learning rate anneal-
ing method to balance the errors inside the sub-domains, on the interface and the
boundary during the optimization process. The performance of HOrderDeepDDM is
evaluated on high-frequency elliptic and Helmholtz interface problems. The results in-
dicate that: HOrderDeepDDM inherits the ability of DeepDDM to handle discontinu-
ous interface problems and the power of HOrderDNN to approximate high-frequency
problems. In detail, HOrderDeepDDMs (p>1) could capture the high-frequency infor-
mation very well. When compared to the deep domain decomposition method (Deep-
DDM), HOrderDeepDDMs (p> 1) converge faster and achieve much smaller relative
errors with the same number of trainable parameters. For example, when solving the
high-frequency interface elliptic problems in Section 3.3.1, the minimum relative er-
rors obtained by HOrderDeepDDMs (p= 9) are one order of magnitude smaller than
that obtained by DeepDDMs when the number of the parameters keeps the same, as
shown in Fig. 4.
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1 Introduction

High-frequency interface problems commonly appear in various scientific and engi-
neering applications, such as the high-frequency scalar wave equation and Schrödinger
equation with a sharp interface [15]. The traditional numerical methods, such as fi-
nite element methods (FEMs) and finite difference methods (FDMs), cannot effectively
predict the behavior of the high-frequency waves due to the discontinuities caused by
the interface. To solve the interface problems, [17] proposes a domain decomposition
method (DDM), named “Schwarz alternating method”, which transforms a discontinu-
ous interface problem into some continuous sub-problems and then solves them sepa-
rately. After the parallel computing capability becomes available, the Schwarz alternat-
ing method is further developed, and many efficient methods are proposed, such as the
parallel Schwarz method [14], the multiplicative Schwarz method [1,18], and the additive
Schwarz method [4]. Traditional numerical methods such as FEMs and FDMs are usually
applied for sub-problems in these domain decomposition methods. However, they are
mesh dependent, and mesh generation is expensive, especially for complex PDEs, e.g.,
those with complex interfaces or boundaries. In addition, the highly oscillatory nature
of the high-frequency problems also brings significant challenges for finding numerical
solutions of high accuracy.

Recently, deep-learning-based numerical methods for solving partial differential
equations(PDEs) have received much attention due to their meshless advantage. They
are also used in combination with DDM to solve PDEs on complex domains to pursuit
greater accuracy and efficiency. One popular way is to replace the sub-domain solvers
with deep-learning-based solvers such as physics-informed neural network(PINN) [16]
and deep ritz method [22] in the classical overlapping Schwarz approach. Under this
framework, [13] proposes a DeepDDM, which leverages PINN to discretize the sub-
problems divided by DDM and exchanges the sub-problem information across the inter-
face by adjusting the boundary term in the solution of each sub-problem. [10] proposes
a cPINN, where the computational domain is also divided and the flux continuity in
the strong form is enforced along the sub-domain interfaces. [9] further proposes a more
generalized space-time domain decomposition approach. In fact, the idea of domain de-
composition is also used to solve interface problems, where different neural networks are
often employed for different sub-domains divided by the interface to deal with the dra-
matical change across the interface of the solution, and these neural networks are weakly
coupled by the interface conditions [6, 7]. Besides, other ways of dealing with discon-
tinuous interfaces also exist. For example, the d-dimensional piecewise continuous solu-
tion of the interface problem can be continuously extended in (d+1)-dimensional space
by augmenting a variable, so that the continuous augmented function can be approxi-
mated by a shallow neural network efficiently [8,12]. Although these methods have been
successful for solving interface problems to a certain extent, challenges still exist when
they are applied to high-frequency interface problems. For example, these conventional
neural networks preferentially approximate the low-frequency components of the target


