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\begin{abstract}

The typical elements in a numerical simulation of fluid flow using moving meshes are a time integration scheme, a rezone method in which a new mesh is defined, and a remapping (conservative interpolation) in which a solution is transferred to the new mesh. The objective of the rezone method is to move the computational mesh to improve the robustness, accuracy and eventually efficiency of the simulation. In this paper, we consider the one-dimensional viscous Burgers' equation and describe a new rezone strategy which minimizes the $L_2$ norm of error and maintains mesh smoothness. The efficiency of the proposed method is demonstrated with numerical examples.
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\section{Introduction}

In a numerical simulation of fluid flow, the relationship of the motion of computational mesh to the motion of the fluid is an important issue. There are two choices that are typically made. In Lagrangian methods the mesh moves with the local fluid velocity, while in Eulerian methods the fluid flows through the mesh that is fixed in space.

In general, the motion of the mesh can be chosen arbitrarily. The moving mesh method described in this paper exploits this freedom to improve the robustness, accuracy and eventually efficiency of the simulation. The main elements in the simulation with arbitrary moving meshes are an explicit time integration scheme, a rezone method in which a new mesh is defined, and a remapping (conservative interpolation) in which a solution is transferred to the new mesh [44].

Our ultimate goal is to develop a robust and efficient rezone strategy for the system of gasdynamics equations in 2D and 3D. Since this is the very challenging task, we commence with a simpler problem: the one-dimensional viscous Burgers' equation. This equation has many
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important features of gasdynamics equations. It expresses conservation law and its solution can develop shock-like structures.

In this paper, we consider both the Lagrangian and Eulerian forms of Burgers’ equation. The new rezone method employs the look ahead strategy. It changes the mesh at time \( t^n \) in such a way to minimize the \( L_2 \)-norm of error at time \( t^{n+1} \). The analysis shows that under reasonable assumptions about mesh smoothness, solution regularity, accuracy of the remapping and time step, the leading term in the error depends on accuracy with which the solution at time \( t^n \) is represented by its exact mean values. The latter is the well-known interpolation problem of the best piecewise constant fit with adjustable nodes [6]. The remapping is based on the linearity preserving methods from [35] which are second-order accurate for viscous Burgers’ equation.

The error analysis for viscous Burgers’ equation assumes that the mesh is smooth. The mesh smoothness is absolutely critical for stability of the overall simulation. Therefore, we modified the standard algorithm for the best piecewise constant fit to guarantee smoothness of the resulting mesh and still reduce the error. We found that the modified algorithm gives just slightly larger error in comparison with the original algorithm.

The paper outline is as follows. In Section 2, we describe the Eulerian and the Lagrangian forms of viscous Burgers’ equation. In Section 3, we describe the moving mesh method with the error-minimization-based (EMB) rezone strategy for both the Eulerian and the Lagrangian forms of Burger’s equation. In Section 4, we analyze the moving mesh method. In Section 5, we present results of numerical experiments. In Section 6, we give a short overview of related methods, emphasize some common ideas and important distinctions with our method. In concluding Section 7, we discuss plans for future work.

2 Viscous Burgers’ equation

In this section we consider different forms and some properties of Burgers’ equation that will be useful for the purpose of this paper.

2.1 Burgers’ equation in the Eulerian form

The standard Eulerian form of the one-dimensional Burgers’ equation is

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \varepsilon \frac{\partial^2 u}{\partial x^2}, \quad t \in (0, T),
\]  

(2.1)

where \( \varepsilon \ll 1 \) is a given constant. For a finite \( \varepsilon \), solution of equation (2.1) is a smooth function which may have sharp gradients whose steepness depends on how small \( \varepsilon \) is. Equation (2.1) is subject to the initial condition

\[
u(x, 0) = U(x), \quad x \in (-\infty, +\infty).
\]  

(2.2)

For simplicity, in this section, we assume that

\[
u(x, t), \quad \frac{\partial u}{\partial x}(x, t) \to 0 \quad \text{when} \quad x \to \pm \infty.
\]
If we introduce flux
\[ F(x, t) = \frac{u^2}{2} - \varepsilon \frac{\partial u}{\partial x}, \]
then equation (2.1) can be written in a conservative form
\[ \frac{\partial u}{\partial t} + \frac{\partial F}{\partial x} = 0 \]
which implies conservation of integral of \( u \):
\[ \frac{\partial}{\partial t} \left( \int_{-\infty}^{+\infty} u(x, t) \, dx \right) = - (F(+\infty, t) - F(-\infty, t)) = 0. \] (2.3)
To correctly model solutions with sharp gradients, it is very important to use conservative finite-difference methods which satisfy a discrete analog of (2.3).

2.2 Burgers’ equation in the characteristics form

Following [37, p. 24], we introduce characteristics
\[ x'(t) = u(x(t), t). \] (2.4)
Strictly speaking, equation (2.4) defines characteristics of inviscid Burgers’ equation. In the case of viscous Burgers’ equation, it can be considered as definition of a particle trajectory. Recall that the material time or substantive derivative \( \frac{d}{dt} \) is defined as
\[ \frac{d}{dt} u(x(t), t) = \frac{\partial}{\partial t} u(x(t), t) + x'(t) \frac{\partial}{\partial x} u(x(t), t). \] (2.5)
Using this definition, we can rewrite equation (2.1) in the following form:
\[ \frac{du}{dt} = \varepsilon \frac{\partial^2 u}{\partial x^2}. \] (2.6)
Now, computation of \( u = u(x(t), t) \) requires integration of equation (2.4). Therefore, instead of one original equation, we have the system of two equations (2.4) and (2.6). We will call this system by the “characteristics” form of viscous Burgers’ equation. Because of the finite value of \( \varepsilon \), the “characteristics” defined by (2.4) do not cross [37].

2.3 Burgers’ equation in the conservative Lagrangian form

Because the “characteristics” do not cross, we can introduce Lagrangian coordinates (see, e.g., [60, p.4]). It is convenient to choose the Lagrangian coordinates, \( \xi \), as the initial position:
\[ \xi = x(0). \]
In this context, equation (2.4) defines the trajectory of a point which identified initially by the Lagrangian coordinate $\xi$:

$$\frac{d}{dt} x(\xi, t) = u(x(\xi, t), t), \quad x(\xi, 0) = \xi.$$ 

Since the “characteristics” do not cross, the Jacobian $\partial x/\partial \xi$ of the transformation from Eulerian to Lagrangian coordinates is always positive.

In addition to the definition of material time derivative (2.5), we need the following formulas for transformation of spatial derivatives:

$$\frac{\partial u}{\partial \xi} = \frac{\partial u}{\partial x} \frac{\partial x}{\partial \xi} \quad \text{and} \quad \frac{\partial u}{\partial x} = \frac{\partial u}{\partial \xi} \left/ \frac{\partial x}{\partial \xi} \right..$$

This allows us to express $\partial^2 u/\partial x^2$ as follows

$$\frac{\partial^2 u}{\partial x^2} = \left[ \frac{\partial (\partial u/\partial x)}{\partial \xi} \right] \left/ \left( \frac{\partial x}{\partial \xi} \right) \right..$$

For future derivations, it is convenient to keep both Eulerian and Lagrangian spatial derivatives. Using (2.7), we can write equation (2.6) as follows

$$\left( \frac{\partial x}{\partial \xi} \right) \frac{du}{dt} = \varepsilon \frac{\partial}{\partial \xi} \left( \frac{\partial u}{\partial x} \right).$$

The left hand-side in this equation can be represented as

$$\left( \frac{\partial x}{\partial \xi} \right) \frac{du}{dt} = d \left( \frac{\partial x}{\partial \xi} u \right) - \frac{\partial}{\partial \xi} \left( \frac{u^2}{2} \right).$$

Using the last equation, we can write Burgers’ equation in the following form:

$$\frac{d}{dt} \left( \frac{\partial x}{\partial \xi} u \right) - \frac{\partial}{\partial \xi} \left( \frac{u^2}{2} \right) = \varepsilon \frac{\partial}{\partial \xi} \left( \frac{\partial u}{\partial x} \right)$$

which we shall refer to as the conservative Lagrangian form of Burgers’ equation. For a general 1D conservation law, a similar equation is derived in [57, p.34-3].

### 2.4 Dynamics of Jacobian $\partial x/\partial \xi$

In this section we make a few remarks on dynamics of Jacobian $\partial x/\partial \xi$. As we mentioned before, viscous Burgers’ equation has smooth solutions. Let us consider a particular solution given by

$$u(x, t) = \frac{1}{2} \left[ 1 - \tanh \left( \frac{x - \frac{1}{2} t - x_0}{4 \varepsilon} \right) \right].$$
It is easy to check that \( \partial u / \partial x < 0 \) and therefore \( \partial u / \partial \xi < 0 \). Taking derivative \( \partial / \partial \xi \) of equation (2.4), we get
\[
\frac{d}{dt} \left( \frac{\partial x}{\partial \xi} \right) = \frac{\partial u}{\partial \xi} < 0.
\]
Thus, the Jacobian is always decreasing.

Now, if we consider a Lagrangian particle \([\xi, \xi + \Delta \xi]\), then its size in the Eulerian coordinates is
\[
x(\xi + \Delta \xi, t) - x(\xi, t) \approx \frac{\partial x}{\partial \xi} \Delta \xi.
\]
According to our previous considerations, it means that the size of the Lagrangian particle is going to zero. Let us give the rigorous proof of this fact. Introducing a new variable
\[
y = \frac{1}{4\varepsilon} (x - t - x_0),
\]
we rewrite (2.9) as follows:
\[
y' = \frac{1}{4\varepsilon} (x' - \frac{1}{2}) = -\frac{1}{8\varepsilon} \tanh y.
\]
The solution of the last equation is
\[
\sinh y(t) = \sinh y(0) \exp\left( -\frac{1}{8\varepsilon} t \right).
\]
Differentiating the last formula with respect to \( \xi \), we get
\[
\frac{\partial y}{\partial \xi}(t) = \frac{\partial y}{\partial \xi}(0) \cosh y(0) \exp\left( -\frac{1}{8\varepsilon} t \right) = \frac{\partial y}{\partial \xi}(0) \frac{\cosh y(0)}{\sqrt{1 + \sinh^2 y(0) \exp\left( -\frac{1}{8\varepsilon} t \right)}} \exp\left( -\frac{1}{8\varepsilon} t \right).
\]
Note that the denominator is bounded from below by 1. Therefore,
\[
\frac{\partial x}{\partial \xi}(t) = 4\varepsilon \frac{\partial y}{\partial \xi}(t) \to 0 \quad \text{as} \quad t \to \infty.
\]
(2.10)

The practical consequence of (2.10) will be seen in Section 5 where we present numerical results for the Lagrangian method.

3 The moving mesh method

3.1 Discretization schemes

We shall use the superscript \( n \) to specify the time step for all mesh-related quantities. At time \( t = t^n \), the mesh \( x^n \) is defined as the ordered set of points:
\[
x_0^n < x_1^n < \ldots < x_{M+1}^n.
\]
As the simplest Eulerian method, we use the standard explicit donor-cell method:

Let \( h_{i+1/2}^n = x_{i+1}^n - x_i^n \) be mesh steps and \( x_{i+1/2}^n = (x_{i+1}^n + x_i^n)/2 \) be middle points of mesh intervals.

The function \( u(x(\xi, t)) \) is represented by cell-centered values \( \bar{u}_{i+1/2}^n \). For simplicity of notations, we shall use \( \bar{u}^n \) for either the vector of the cell-centered values or the piecewise constant function specified by these values. The actual meaning will be clear from context, so no confusion should arise. We define \( \bar{u}_{i+1/2}^n \) as an approximation of the exact mean value of \( u \) at time \( t^n \):

\[
\bar{u}_{i+1/2}^n \approx \bar{u} \left( [x_i^n, x_{i+1}^n], t^n \right) = \frac{1}{h_{i+1/2}^n} \int_{x_i^n}^{x_{i+1}^n} u(x, t^n) \, dx.
\]

As the simplest Eulerian method, we use the standard explicit donor-cell method:

\[
\bar{u}_{i+1/2}^{n+1} = \bar{u}_{i+1/2}^n - \frac{\Delta t^n}{h_{i+1/2}^n} (f_i^n - f_{i+1}^n) + \frac{\varepsilon \Delta t^n}{h_{i+1/2}^n} \left( \frac{\delta \bar{u}^n}{\delta x} \right)_{i+1} - \left( \frac{\delta \bar{u}^n}{\delta x} \right)_i.
\]  

(3.1)

Here, \( \Delta t^n = t^{n+1} - t^n \) denotes the time step, \( f_i^n \) denotes the convective flux at point \( x_i \),

\[
f_i^n = \begin{cases} 
(\bar{u}_{i-1/2}^n)^2/2 & \text{if } \bar{u}_{i-1/2}^n + \bar{u}_{i+1/2}^n \geq 0, \\
(\bar{u}_{i+1/2}^n)^2/2 & \text{otherwise},
\end{cases}
\]

(3.2)

and \( \varepsilon [\delta u^n/\delta x]_i \) denotes the diffusive flux:

\[
\varepsilon \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_i = \varepsilon \frac{\bar{u}_{i+1/2}^n - \bar{u}_{i-1/2}^n}{(h_{i+1/2}^n + h_{i-1/2}^n)/2}.
\]

For future analysis, it is convenient to write equation (3.1) in the operator form

\[
\tilde{u}^{n+1} = \mathcal{L}_{Eul}^n (\bar{u}^n).
\]

As the simplest Lagrangian method, we consider the following discretization of equations (2.4) and (2.8):

\[
\begin{align*}
\frac{h_{i+1/2}^n \bar{u}_{i+1/2}^{n+1} - h_{i+1/2}^n \bar{u}_{i+1/2}^n}{\Delta t^n} & - \frac{1}{2} \left( (u_i^n)^2 - (u_i^{n+1})^2 \right) = \varepsilon \left( \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1} - \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_i \right) \\
x_i^{n+1} & = x_i^n + \Delta t^n u_i^n.
\end{align*}
\]

(3.3)

Here, the nodal value \( u_i^n \) is obtained by the linear interpolation of cell-centered values:

\[
u_i^n = \frac{h_{i-1/2}^n \bar{u}_{i-1/2}^n + h_{i+1/2}^n \bar{u}_{i+1/2}^n}{h_{i-1/2}^n + h_{i+1/2}^n}.
\]

(3.4)

Again, it is convenient to write equation (3.3) in the operator form

\[
\tilde{u}^{n+1} = \mathcal{L}_{Lag}^n (\bar{u}^n).
\]
In both discretization schemes, the time step $\Delta t^n$ is chosen according to the following practical stability condition:

$$\Delta t^n \leq \min_i \left( \frac{|\bar{u}^n_i + 1/2|}{h^n_i + 1/2} + \frac{2\varepsilon (h^n_i + 1/2)^2}{(h^n_i + 1/2)^2} \right)^{-1}. \quad (3.5)$$

In [47,51] this condition is used for Eulerian methods. But here, we apply it to both discretization methods.

### 3.2 The EMB rezone strategy

We assume that the initial mesh $x^0$, at time $t^0 = 0$, is chosen in such a way that all features of function $U(x)$ specifying the initial condition are well resolved. In order to do this, we use the concept of the best piecewise constant fit described, for example, in [6].

At time $t^n$, we only know the piecewise constant function $\bar{u}^n$ on the mesh $x^n$. We can start new time step using this data (no mesh movement) or generate a different mesh $\tilde{x}^n$ and compute the corresponding piecewise constant function $\tilde{u}^n$. In this paper we follow the second approach, i.e. we use the time integration schemes (3.1) and (3.3) with $\tilde{u}^n$ instead of $\bar{u}^n$ and $\tilde{x}^n$ instead of $x^n$. In order to compute $\tilde{u}^n$, we use the conservative linearity-and-bound preserving interpolation from [35].

In this paper, we develop a error-minimization-based (EMB) rezone method which employs the following look ahead strategy. Let consider the following functional:

$$\Phi_{ex}(\tilde{x}^n) = \int_{x^0+1}^{x^n+1} |u(x, t^n+1) - \tilde{u}^n| \, dx$$

which is nothing else but the square of the $L_2$-norm of error at time $t^n+1$. The rezoned mesh $\tilde{x}^n$ should minimize the above functional over a set of smooth meshes:

$$\min_{\text{smooth } \tilde{x}^n} \Phi_{ex}(\tilde{x}^n) = \min_{\text{smooth } \tilde{x}^n} \int_{x^0+1}^{x^n+1} |u(x, t^n+1) - \tilde{u}^n| \, dx \quad (3.6)$$

where $L^n$ is one of the linear operators $L^n_{Eul}$ or $L^n_{Lag}$.

The error at time $t^n+1$ is a superposition of three errors: (I) the remapping error in computation of $\tilde{u}^n$, (II) the error due to the time advancing method $L^n$, and (III) the space discretization error. It is clear that the remapping error is zero when $\tilde{x}^n = x^n$; however, this mesh may not be the best one to capture dynamics of solution features. The goal of minimization problem (3.6) is to achieve balance (if possible) between these errors which will minimize the overall error at time $t^n+1$.

At first glance, problem (3.6) is very general and can not be recommended for practical applications. We shall prove in the next section, that under a few reasonable assumptions, the leading term in (3.6) does not depend on $L^n$ and can be evaluated using only $u^n$ and $x^n$. 
3.3 The conservative remapping

In order to remap data, we use a conservative second-order accurate algorithm based on a piecewise linear reconstruction [35] on mesh $\tilde{x}^n$:

$$\tilde{u}_R(x) = \bar{u}^n_{i+1/2} + s^n_{i+1/2} (x - x^n_{i+1/2}), \quad x \in [x^n_i, x^n_{i+1}],$$

where $s^n_{i+1/2}$ is a limited slope. More precisely, we use the minmod limiter [36]. For a given mesh $\bar{x}^n$, the remapped function is computed by integrating $\tilde{u}_R(x)$:

$$\bar{u}^n_{i+1/2} = \frac{1}{h^n_{i+1/2}} \int_{\tilde{x}_i}^{x_{i+1}} \tilde{u}_R(x) \, dx. \quad (3.7)$$

This remapping algorithm is exact for linear functions and conservative, i.e.

$$\sum_{i=0}^{M} \bar{u}^n_{i+1/2} \tilde{h}^n_{i+1/2} = \sum_{i=0}^{M} \bar{u}^n_{i+1/2} h^n_{i+1/2}. \quad (4.1)$$

Note that higher order reconstruction methods can be used for smooth solutions. The analysis presented in the next section does not rely on a particular method but rather assumes that the remapping is at least second-order accurate. In two dimensions, the second-order accurate remapping method has been proposed in [45].

4 Error analysis of the EMB method

Let us introduce a small parameter $h = (x^n_{M+1} - x^n_0)/(M + 1)$. All accuracy estimates will be formulated with respect to this small parameter. We consider the asymptotic case, $h \to 0$, when we may ignore dependence on $\varepsilon$.

In order to simplify analysis, we first assume that the data associated with mesh $x^n$ are exact. In reality, the mean values $\bar{u}^n_{i+1/2}$ accumulate errors from previous time integration steps. A rigorous analysis of this assumption will be the topic of future research.

We assume that the second derivatives of $u(x, t)$ are bounded. We also assume that there exist constants $c_h$, $C_h$ and $C_{\Delta h}$ which are independent of $h$ and satisfy the following conditions:

$$c_h h \leq \tilde{h}^n_{i+1/2} \leq C_h h \quad \text{and} \quad |\hat{h}^n_{i+1/2} - \tilde{h}^n_{i-1/2}| \leq C_{\Delta h} h^2. \quad (4.1)$$

These inequalities mean that mesh steps are of order $h$ and changes in mesh steps are of order $h^2$. The problem of generating meshes satisfying (4.1) will be addressed in Section 4.3.

Our final assumption is that the interpolation operator from mesh $x^n$ to mesh $\bar{x}^n$ is second-order accurate, i.e.

$$\bar{u}^n_{i+1/2} = \pi([\tilde{x}^n_{i+1}, \tilde{x}^n_{i+1}], t^n) + O(h^2). \quad (4.2)$$

In this paper, we use the second-order accurate conservative remapping described in [35, 45].
4.1 The Eulerian scheme

Let us analyze the function

$$e_{i+1/2}(x, t^{n+1}) = u(x, t^{n+1}) - \bar{u}_{i+1/2}^{n+1}, \quad x \in [x_i^{n+1}, x_{i+1}^{n+1}],$$

(4.3)

representing the error between the exact solution at time $t^{n+1}$ and the numerical solution at $t^{n+1}$ determined by scheme (3.1). We begin with finding useful estimates for $u(x, t^{n+1})$. For our analysis it will be enough to use the Taylor expansion of the first order at space-time point $(x, t^n)$:

$$u(x, t^{n+1}) = u(x, t^n) + \Delta t^n \frac{\partial u}{\partial t}(x, t^n) + \mathcal{O}((\Delta t^n)^2).$$

Because all continuous functions are evaluated at the same space-time point $(x, t^n)$, this argument will be omitted in the sequel.

Note that the time derivative can be expressed via space derivatives using the Burgers equation. Therefore,

$$u(x, t^{n+1}) = u(x, t^n) - \Delta t^n u \frac{\partial u}{\partial x}(x, t^n) + \varepsilon \Delta t^n \frac{\partial^2 u}{\partial x^2}(x, t^n) + \mathcal{O}(h^2).$$

(4.4)

On the rezoned mesh $\tilde{x}^n$, the expression for $\bar{u}_{i+1/2}^{n+1}$ is given by (3.1). Let us show that the $\varepsilon$-term in this equation is also $\mathcal{O}(h^2)$. The fact that the exact mean value $\bar{u}([\tilde{x}_i, \tilde{x}_{i+1}], t^n)$ differs from the function value at middle point $\tilde{x}_{i+1/2}$ by $\mathcal{O}(h^2)$ and formula (4.2) allow us to prove that

$$\left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1} = \frac{\partial u}{\partial x}(\tilde{x}_i, t^n) + \mathcal{O}(h).$$

This equation and the previously used inequality $\varepsilon \Delta t^n < (\tilde{h}_i^{n+1/2})^2/2$ imply that

$$\frac{\varepsilon \Delta t^n}{\tilde{h}_i^{n+1/2}} \left( \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1} - \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_i \right) = \mathcal{O}(h^2).$$

(4.5)

Now, let us analyze the second term in (3.1) containing convective fluxes $\tilde{f}_i^n$ and $\bar{f}_i^n$. Without loss of generality, we may assume that $\tilde{f}_i^n = (\tilde{u}_i^{n-1/2})^2/2$. Then,

$$\frac{\Delta t^n}{\tilde{h}_i^{n+1/2}} (\tilde{f}_i^n - \bar{f}_i^n) = \Delta t^n \frac{\tilde{u}_{i+1/2}^{n} + \tilde{u}_{i-1/2}^{n}}{2} \frac{\bar{u}_{i+1/2}^{n} - \bar{u}_{i-1/2}^{n}}{\tilde{h}_i^{n+1/2}}.$$
Using our assumptions about mesh smoothness and accuracy of the remapping, we can prove that
\[
\frac{\Delta t^n}{h_{n+i+1/2}^n} (\tilde{f}_{i+1}^n - \tilde{f}_i^n) = \Delta t^n u \frac{\partial u}{\partial x} + O(h \Delta t^n)
\]  
where all continuous functions are still evaluated at the same space-time point \((x, t^n)\).

Finally, definition (4.3) and formulas (4.4), (4.5) and (4.6) imply that the local error can be estimated as follows:
\[
e_{i+1/2}(x, t^{n+1}) = u(x, t^{n+1}) - \bar{u}_{i+1/2}^{n+1} = u(x, t^n) - \bar{u}([\tilde{x}_i^n, \tilde{x}_{i+1}^n], t^n) + O((h + \Delta t^n)^2).
\]

Estimate (4.7) shows that the leading term in the error does not depend on \(L_{Eul}\). Summing the local errors, we get
\[
\Phi_{ex}(\tilde{x}^n) = \Phi_{ap}(\tilde{x}^n) + O((h + \Delta t^n)^3)
\]  
where
\[
\Phi_{ap}(\tilde{x}^n) = \sum_{i=0}^{M} \int_{\tilde{x}_i^n}^{\tilde{x}_{i+1}^n} (u(x, t^n) - \bar{u}([\tilde{x}_i^n, \tilde{x}_{i+1}^n], t^n))^2 \, dx.
\]

To summarize, we have shown that under reasonable assumptions on mesh smoothness, solution regularity, accuracy of remapping and time stepping \(\Delta t^n\), the leading term in the error at time \(t^{n+1}\) depends on accuracy of representation of function \(u(x, t^n)\) by its exact mean values. This is the standard approximation problem of the best piecewise constant fit with adjustable nodes [6].

The functional \(\Phi_{ap}\) is suitable for the theoretical analysis but can not be used in numerical methods. Using once again our assumptions and some of the previous arguments, we may easily show that
\[
\Phi_{ap}(\tilde{x}^n) = \Phi_{num}(\tilde{x}^n) + O(h^3), \quad \Phi_{num}(\tilde{x}^n) = \frac{1}{12} \sum_{i=0}^{M} \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1/2}^2 \tilde{h}_{i+1/2}^n,
\]
where \([\delta \bar{u}^n/\delta x]_{i+1/2}\) is a first-order (at least) approximation of \(\partial u/\partial x\) at point \(\tilde{x}_{i+1/2}^n\). The functional \(\Phi_{num}\) is suitable (can be easily computed) for numerical methods. First, we approximate \(\partial u/\partial x\) on mesh \(x^n\) by a piecewise constant function with the cell-centered values given by
\[
\left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1/2} = \alpha_{i+1/2} \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_{i+1} + (1 - \alpha_{i+1/2}) \left[ \frac{\delta \bar{u}^n}{\delta x} \right]_i,
\]
where
\[
\alpha_{i+1/2} = \frac{h_{i-1/2}^n + h_{i+1/2}^n/2}{h_{i-1/2}^n + h_{i+1/2}^n + h_{i+3/2}^n}.
\]
Second, we interpolate this discrete function onto the rezoned mesh \(\tilde{x}^n\) with the algorithm described in Section 3.3 and use the result to compute functional \(\Phi_{num}\). Since formula (4.10) is second-order accurate, the estimate for \(\partial u/\partial x\) on the rezoned mesh is second-order accurate too.
4.2 The Lagrangian scheme

Using of the Lagrangian coordinate \( \xi \), we rewrite (4.3) in the equivalent form:

\[
e_{i+1/2}(x(\xi, t^{n+1}), t^{n+1}) = u(x(\xi, t^{n+1}), t^{n+1}) - \pi_{i+1/2}^{n+1}, \quad \xi \in [\xi_i, \xi_{i+1}].
\]

We begin with finding useful estimates for \( u(x, t^{n+1}) = u(x(\xi, t^{n+1}), t^{n+1}) \) when \( x \in [x_i^{n+1}, x_{i+1}^{n+1}] \), and correspondingly \( \xi \in [\xi_i, \xi_{i+1}] \). For our analysis, it will be enough to use the Taylor expansion of the first-order at point \( (\xi, t^n) \):

\[
u(x(\xi, t^{n+1}), t^{n+1}) = u(x(\xi, t^n), t^n) + \Delta t^n \frac{du}{dt}(x(\xi, t^n), t^n) + \mathcal{O}((\Delta t^n)^2).
\]

Because all continuous functions are computed at the same point \( (\xi, t^n) \), these arguments will be omitted in the sequel. Using (2.6), equation (4.11) can be rewritten as follows:

\[
u(x(\xi, t^{n+1}), t^{n+1}) = u + \varepsilon \Delta t^n \frac{\partial^2 u}{\partial x^2} + \mathcal{O}((\Delta t^n)^2).
\]

Now, stability conditions (3.5) implies that the \( \varepsilon \)-term in (4.12) is of order \( h^2 \) and therefore

\[
u(x(\xi, t^{n+1}), t^{n+1}) = u + \mathcal{O}(h^2 + (\Delta t^n)^2).
\]

Now, we derive useful estimates for \( \tilde{u}_{i+1/2}^{n+1} \). The arguments used in the previous section, allow us to drop the \( \varepsilon \)-term in the expression for \( \pi_{i+1/2}^{n+1} \) resulting in

\[
u_{i+1/2}^{n+1} = \tilde{h}_{i+1/2}^{n+1} \pi_{i+1/2}^{n} + \Delta x \frac{(\tilde{u}_{i+1/2}^{n})^2 - (\bar{u}_{i+1/2}^{n})^2}{2} + \mathcal{O}(h^2).
\]

Note that the equation of mesh motion in (3.3) implies that

\[
u_{i+1/2}^{n+1} = \tilde{h}_{i+1/2}^{n} + \Delta t^n (\bar{u}_{i+1}-\bar{u}_{i})
\]

and therefore

\[
u_{i+1/2}^{n+1} = \frac{\tilde{h}_{i+1/2}^{n+1}}{\tilde{h}_{i+1/2}^{n}} \tilde{h}_{i+1/2}^{n} = \bar{u}_{i+1/2}^{n} = \Delta t^n \bar{u}_{i+1/2}^{n} \bar{u}_{i+1/2}^{n} + \mathcal{O}(h \Delta t^n) = 1 + \mathcal{O}(\Delta t^n).
\]

Using (4.15), the first term in the right hand side of (4.14) can be estimated as follows:

\[
u_{i+1/2}^{n+1} = \frac{\bar{u}_{i+1/2}^{n}}{\bar{u}_{i+1/2}^{n}} \bar{u}_{i+1/2}^{n} = \Delta t^n \bar{u}_{i+1/2}^{n} \bar{u}_{i+1/2}^{n} + \mathcal{O}(h \Delta t^n).
\]

Let us analyze now the second term in the right hand side of (4.14). Using our assumptions about mesh smoothness and accuracy of remapping, one can prove that

\[
u_{i+1/2}^{n+1} = \frac{\Delta t^n}{\bar{u}_{i+1/2}^{n} \bar{u}_{i+1/2}^{n}} (\bar{u}_{i+1/2}^{n})^2 - (\bar{u}_{i+1/2}^{n})^2 = \Delta t^n \bar{u}_{i+1/2}^{n} \bar{u}_{i+1/2}^{n} + \mathcal{O}(h \Delta t^n).
\]
From (4.16) and (4.17) we can conclude that

$$\bar{u}_{i+1/2}^{n+1} = \bar{u}_{i+1/2}^n + O(h^2 + h \Delta t^n). \quad (4.18)$$

Finally, definition (4.3) and equations (4.13), (4.18) imply that the local error equals to

$$e_{i+1/2}(x(\xi, t^{n+1}), t^{n+1}) = u(x(\xi, t^{n+1}), t^{n+1}) - \bar{u}[\tilde{x}_i^n, \tilde{x}_{i+1}^n] + O((h + \Delta t^n)^2).$$

The above estimate is similar to estimate (4.7) derived for the Eulerian scheme. Thus, the same functional $\Phi_{num}$, as in the Eulerian method, has to be used to move the mesh in the Lagrangian method.

### 4.3 Achieving mesh regularity

The direct minimization of functional $\Phi_{num}$ produces meshes that are optimal from the error minimization viewpoint. However, these meshes may not be appropriate for solving time dependent problems due to strong disproportionality of neighboring mesh cells, which may affect stability of the overall method. Moreover, the error analysis performed in previous sections assumes that the mesh is smooth which is also consistent with the smoothness constraint in the original minimization problem (3.6). Therefore, we need a algorithm which allows us to produce meshes which are simultaneously smooth and adapted to a solution. It is also important to enforce mesh smoothness in regions where the solution is constant, i.e. the local error is zero for any mesh.

#### 4.3.1 The guaranteed spatial smoothing

In this paper, we use the idea of the guaranteed smoothing proposed in [25]. Let $\alpha$ be a positive number. We define a smooth mesh as the mesh whose mesh steps satisfy the following condition:

$$\frac{\alpha}{\alpha + 1} \leq \frac{\tilde{h}_{i-1/2}^n}{\tilde{h}_{i+1/2}^n} \leq \frac{\alpha + 1}{\alpha}, \quad i = 1, \ldots, M. \quad (4.19)$$

One way to build a smooth adapted mesh is to apply algorithms from [25] to the minimizer of functional $\Phi_{num}$. Another approach is to modify this functional such that its minimizer will be a smooth mesh. Our numerical experiments show that the second approach requires less computational resources than the first one. This is due to better properties of the modified functional and therefore faster convergence of optimization algorithms.

We begin with deriving necessary conditions for extrema of functional $\Phi_{ap}$ which is more suitable for analysis. Then, the obtained results will be applied to functional $\Phi_{num}$. The straightforward differentiation with respect to $\tilde{x}_i^n$ gives

$$\frac{\partial \Phi_{ap}}{\partial \tilde{x}_i^n} = 2 u(\tilde{x}_i^n, t^n) - \bar{u}([\tilde{x}_{i-1}^n, \tilde{x}_i^n], t^n) - \bar{u}([\tilde{x}_i^n, \tilde{x}_{i+1}^n], t^n) = 0. \quad (4.20)$$
Using the Taylor expansions at point \( \tilde{x}_i^n \) and neglecting terms of the third-order and higher, we get

\[
\frac{\partial u}{\partial x} \bigg|_{\tilde{x}_i^n} \left( \tilde{h}_{i+1/2}^n - \tilde{h}_{i-1/2}^n \right) + \frac{1}{3} \frac{\partial^2 u}{\partial x^2} \bigg|_{\tilde{x}_i^n} \left( (\tilde{h}_{i+1/2}^n)^2 + (\tilde{h}_{i-1/2}^n)^2 \right) = 0.
\]

(4.21)

Now, we assume that the mesh satisfying this equation is described by a smooth function \( \tilde{h}(x) \) such that \( \tilde{h}_{i+1/2}^n = \tilde{h}(x_{i+1/2}^n) \). Then

\[
\frac{\tilde{h}_{i+1/2}^n - \tilde{h}_{i-1/2}^n}{(\tilde{h}_{i+1/2}^n + \tilde{h}_{i-1/2}^n)/2} \approx \frac{\partial \tilde{h}}{\partial x} \bigg|_{\tilde{x}_i^n} \text{ and } (\tilde{h}_{i+1/2}^n)^2 + (\tilde{h}_{i-1/2}^n)^2 \approx 2 \left( \tilde{h}(x_i^n) \right)^2.
\]

Substituting these estimates into (4.21), we get the following equation at point \( \tilde{x}_i^n \):

\[
\frac{2}{3} \frac{\partial}{\partial x} \left( \ln \frac{\partial u}{\partial x} \right) = - \frac{\partial}{\partial x} \left( \ln \tilde{h}(x) \right).
\]

This equation means that the mesh \( \tilde{x}^n \), minimizing functional \( \Phi_{ap} \) satisfies approximately the following condition:

\[
\left( \frac{\partial u}{\partial x} \bigg|_{\tilde{x}_{i+1/2}^n} \right)^{2/3} \tilde{h}_{i+1/2}^n = \text{constant}.
\]

(4.22)

In other words, in order to generate a mesh satisfying (4.19), we apply algorithms of guaranteed smoothing to coefficients \( \delta u / \delta x \right|_{i+1/2}^{2/3} \) of functional \( \Phi_{num} \) which we denote by \( \omega_{i+1/2}^n \) to simplify notation. Let \( \tilde{\omega}^n \) be a smooth piecewise constant function preserving main features of function \( \omega^n \). Then, the modified functional reads:

\[
\Phi_{sm}(\tilde{x}^n) = \sum_{i=0}^{M} \left( \tilde{\omega}_{i+1/2}^n \tilde{h}_{i+1/2}^n \right)^3 = \sum_{i=0}^{M} \left( \tilde{\omega}_{i+1/2}^n \left( \tilde{x}_{i+1}^n - \tilde{x}_i^n \right) \right)^3.
\]

(4.23)

**Proposition 4.1.** Let \( \omega_{i+1/2}^n, i = 0, \ldots, M, \) be given positive numbers. The numbers \( \tilde{\omega}_{i+1/2}^n, i = 0, \ldots, M, \) satisfying

\[
\frac{\alpha}{\alpha + 1} \leq \frac{\tilde{\omega}_{i+1/2}^n}{\tilde{\omega}_{i-1/2}^n} \leq \frac{\alpha + 1}{\alpha}, \quad i = 1, \ldots, M,
\]

can be computed by solving the system of \( M + 1 \) linear equations:

\[
\tilde{\omega}_{i+1/2}^n - \alpha(\alpha + 1)(\tilde{\omega}_{i+1/2}^n - 2\tilde{\omega}_{i+1/2}^n + \tilde{\omega}_{i-1/2}^n) = \omega_{i+1/2}^n
\]

(4.24)

where \( \tilde{\omega}_{-1/2}^n = \tilde{\omega}_{1/2}^n \) and \( \tilde{\omega}_{M+1/2}^n = \tilde{\omega}_{M+1/2}^n \).
The proof of Proposition 4.1 can be found in [41, 63]. Note that equation (4.24) can be considered as the discretization of the following continuous problem:
\[
\tilde{\omega} - (\Delta \xi)^2 \alpha (\alpha + 1) \frac{\partial^2 \tilde{\omega}}{\partial \xi^2} = \omega.
\]
Since function \( \tilde{\omega}(\xi) \) is smoother than \( \omega(\xi) \), its second derivative is bounded and the second term in the left-hand side is \( O((\Delta \xi)^2) \). Therefore, the whole operator acting on \( \tilde{\omega} \) is close to the identity operator. This gives us a simple explanation of why the solution of (4.24) is smoother than the right hand side but still preserves its main features.

Let us show that the mesh minimizing functional \( \Phi_{sm} \) does not have very small space intervals. Let us consider the extreme case when the mesh is geometrically refined to point \( x_{M+1}^n \):
\[
\tilde{h}_{i+1/2}^n = \tilde{h}_{i/2}^n \left( \frac{\alpha}{\alpha + 1} \right)^i, \quad i = 0, \ldots, M.
\]
Thus, the minimal mesh step is
\[
\tilde{h}_{M+1/2}^n = (x_{M+1}^n - x_0^n) \frac{\alpha^M}{(1 + \alpha)^{M+1} - \alpha^{M+1}}
\]
which guarantees that the time step \( \Delta t^n \) is bounded from below. It is pertinent to note that the error analysis assumes that the second derivatives of \( u(x, t) \) are bounded, i.e. only a coarse mesh can be geometrically refined to point \( x_{M+1}^n \).

4.3.2 The effect of mesh smoothing
Let us consider a function \( U(x) = u(x, 0) \) where \( u(x, t) \) is the test function from [48] satisfying viscous Burgers’ equation:
\[
\begin{align*}
u(x, t) &= 1 - \frac{9 r_1 + 5 r_2}{10 (r_1 + r_2 + r_3)}, \quad t \in (0, T), \\
r_1 &= \exp \left( \frac{1/2 - x}{20 \varepsilon} - \frac{99 t}{400 \varepsilon} \right), \\
r_2 &= \exp \left( \frac{1/2 - x}{4 \varepsilon} - \frac{3 t}{16 \varepsilon} \right), \\
r_3 &= \exp \left( \frac{3/8 - x}{2 \varepsilon} \right).
\end{align*}
\]
We study the effect of smoothing for function \( U(x) \). The results of numerical experiments are shown in Table 1. The minimizers of functionals \( \Phi_{ap}, \Phi_{num} \) and \( \Phi_{sm} \) are denoted by \( \mathbf{x}^{ap}, \mathbf{x}^{num} \) and \( \mathbf{x}^{sm} \), respectively. The uniform mesh is denoted by \( \mathbf{x}^{uni} \). The loss in accuracy due to smoothing is only 7.4% on the mesh with 64 mesh intervals. Also note that the optimal distribution of mesh points gives us approximately 3 times smaller errors.

In Fig. 1, we compare minimizers of functionals \( \Phi_{num} \) and \( \Phi_{sm} \) for \( M = 32 \). As expected, the ratio of neighboring mesh steps satisfy inequality (4.19) with \( \alpha = 1 \). Observe that coefficients of the smoothed functional preserve the main features of the original functional.
Table 1: The effect of smoothing for $\varepsilon = 0.005$, $M = 32$ and $\alpha = 1$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\sqrt{\Phi_{ap}(x^{num})}$</th>
<th>$\sqrt{\Phi_{ap}(x^{num})}$</th>
<th>$\sqrt{\Phi_{ap}(x^{num})}$</th>
<th>$\sqrt{\Phi_{ap}(x^{num})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>2.99e-2</td>
<td>1.01e-2</td>
<td>1.19e-2</td>
<td>1.75e-2</td>
</tr>
<tr>
<td>32</td>
<td>1.59e-2</td>
<td>4.99e-3</td>
<td>5.18e-3</td>
<td>6.28e-3</td>
</tr>
<tr>
<td>64</td>
<td>7.99e-3</td>
<td>2.48e-3</td>
<td>2.50e-3</td>
<td>2.70e-3</td>
</tr>
<tr>
<td>128</td>
<td>4.00e-3</td>
<td>1.24e-3</td>
<td>1.24e-3</td>
<td>1.28e-3</td>
</tr>
</tbody>
</table>

Figure 1: Left pictures shows coefficients $\omega_{i+1/2}$ and $\tilde{\omega}_{i+1/2}$ of functionals $\Phi_{num}$ and $\Phi_{sm}$, respectively. The right picture shows the ratio of neighboring mesh steps in the smooth mesh.

5 Numerical experiments

5.1 Implementation issues

In this section, we consider some numerical issues related to implementation of one step of the moving mesh method. For this reason, the time superscript 'n' is omitted here.

We use the non-linear conjugate gradient method for minimizing functional $\Phi_{sm}$:

$$
\begin{align*}
x_i^{(k+1)} &= x_i^{(k)} + \lambda^k d_i^{(k)}, \\
d_i^{(k)} &= -\frac{\delta \Phi_{sm}}{\delta \tilde{x}_i}(x^{(k)}) + \beta^k d_i^{(k-1)}, \quad k = 1, 2, \ldots,
\end{align*}
$$

where $x^{(0)}$ is the given mesh, $x_i^{(0)} = x_i$, $d^{(k)}$ is the descent direction, and $\delta \Phi_{sm}/\delta \tilde{x}_i$ is a finite difference approximation of the continuous derivative $\partial \Phi_{sm}/\partial \tilde{x}_i$. In numerical experiments we use Polak-Ribière's choice for parameter $\beta^k$ [49]. The parameter $\lambda^k$ is specified by a line search algorithm:

$$
\lambda^k = \arg \min_{\lambda} \Phi_{sm}(x^{(k)} + \lambda d^{(k)}).
$$

The quality of the line search algorithm is crucial to preserve the mutual conjugacy property of the descent directions. The details of efficient numerical methods for solving (5.2) can be
5.2 Adaptation for Burgers’ equation in the Eulerian form

In the first set of experiments we consider viscous Burgers’ equation with the exact solution given by (4.25). Let the final time be $T = 0.9$ and $\varepsilon = 0.005$. At time moment $t = 0$, this function consists of two shock-like structures, which then move with different speeds and finally merge at $t \approx 0.5$ (see Fig. 2).

We set $k_{\text{max}} = 50$ (the maximal number of CG iterations) and $TOL = 10^{-3}$ for all simulations. The time step was chosen to be twice less than that recommended by the stability condition (3.5).

The left panel in Fig. 3 shows the $L_2$-norm of error with respect to the number $M$ of mesh steps. We observe the linear convergence rate on both adaptive and uniform meshes. However, for the given accuracy, e.g. $2 \cdot 10^{-3}$, we need about 10 times less mesh points in the adaptive mesh than in the uniform one. This difference grows when $\varepsilon$ tends to zero, i.e., when the solution profile becomes more sharp.

In the right panel in Fig. 3, we present trajectories of mesh points for $M = 32$. Horizontal slices represent the mesh at the corresponding time moments. The trajectories follow the solution found in [49]. Some modifications of these methods are required to enforce the mesh validity constraints, $\tilde{x}^{(k)}_{i+1} > \tilde{x}^{(k)}_i$.

We terminate the non-linear iterations (5.1) when either $d^{(k)}$ is no longer a descent direction or the relative change in the position of mesh nodes is less than the user prescribed tolerance $TOL$, i.e.

$$\max_{1 \leq i \leq M} \frac{|x^{(k)}_{i+1} - x^{(k+1)}_i|}{x^{(k)}_{i+1} - x^{(k)}_i} \leq TOL$$

for some $k$.

Note that the smoothing is the most time-consuming step in evaluation of $\Phi_{sm}$. Therefore, we perform it only once per each conjugate gradient iteration. The smoothed values then remapped on all intermediate meshes using the method from Section 3.3.
Figure 3: Viscous Burgers’ equation with $\varepsilon = 0.005$ (top row) and $\varepsilon = 0.002$ (bottom row). The left panel shows convergence rates. The right panel shows trajectories of mesh points for $M = 32$, $\alpha = 1$ and discrete solutions at $t = 0$ and $t = T$.

features. The stronger gradient of the solution, the more mesh points are required to resolve it. Nevertheless, the smoothing procedure guarantees that the adapted mesh will always satisfy condition (4.19).

It is typical for one-dimensional hyperbolic problems that the arithmetical complexity for a fixed accuracy is less for uniform meshes than for adaptive ones. In two and three dimensions it is highly possible that the solution of a hyperbolic problem is anisotropic and the directions of the anisotropy are not aligned with axes of the Cartesian coordinate system. In this case, we expect the computational efficiency of adaptive meshes.

In the second set of experiments we consider inviscid Burgers’s equation ($\varepsilon = 0$) whose solution may develop shock-like structures. Note that our theory is not valid for such solutions; however, the presented results are very promising. Let $T = 0.5$ and the initial condition be the periodic function

$$U(x) = 0.5 + \sin(2\pi x), \quad x \in (0, 1).$$

This example was also studied in [56]. A shock wave is developed with time and reaches its
maximal strength at $T_0 = 0.25$. The computed solution is compared with the exact one in Fig. 4. Note that the donor scheme (3.1) smears the discrete solution before and after the shock. A better resolution of the shock may be obtained with higher order time integration schemes. The trajectories of mesh points shown in Fig. 4 confirm the theoretically known result that the shock has a constant velocity 0.5.

5.3 Adaptation for Burgers’ equation in the Lagrangian form

In the context of Lagrangian methods, it is more standard to refer to moving mesh methods as the arbitrary Lagrangian-Eulerian (ALE) methods. In most ALE simulations, the main objective of a rezone method is to maintain high quality of the mesh while keeping it as close as possible to the Lagrangian mesh. One example of such a method is the reference Jacobian matrix (RJM) method. In this section, we compare the RJM and EMB rezone methods.

5.3.1 Reference Jacobian matrix method

The essential idea of the RJM method [33] is the recognition that the Lagrangian solution contains sufficient information about the flow to constrain our measure of mesh smoothness. More specifically, the Lagrangian mesh reflects both the physical motion of the fluid and non-physical distortion. It is assumed that the non-physical distortion of a computational mesh has a much shorter wavelength, and so it can be separated from the physical motion by averaging over a small neighborhood of a cell. This assumption naturally leads to a desire to have a rezoned mesh which is close to the Lagrangian mesh but is ”smoother” (i.e., it has better geometrical quality).

The most fundamental object describing a map is its Jacobian matrix. One can expect that if two maps have similar Jacobians, then the maps themselves must be similar and must produce meshes which are close to each other. This leads to the following strategy. We first construct
Figure 5: Construction of reference Jacobians. Solid circles are positions of nodes after the Lagrangian step. The reference positions of nodes $i$ and $i+1$ marked by squares. Their virtual movement is shown by arrows.

reference Jacobians that are based on the geometry of the nearest neighbors of a Lagrangian cell and effectively smooth the short-wavelength mesh deformation. Then, we construct a global functional that measures the difference between the reference Jacobians and the Jacobians of the rezoned mesh ($\tilde{h}^{n}_{i+1/2}$ in 1D) over all mesh cells. By minimizing this functional, we get the rezoned mesh.

Following [33], we consider the patch containing cells $i+1/2$ and $i-1/2$. We fix nodes $i-1$, $i+1$ in their Lagrangian positions and find locally optimal virtual position for node $i$ (optimal from viewpoint of mesh smoothness). In 1D, it is the middle point between nodes $i-1$ and $i+1$ which makes virtual cells $i+1/2$ and $i-1/2$ equal (see the square shaded with diagonal lines in Fig. 5). It gives one reference Jacobian, $h^{r,n}_{i+1/2,i}$ for cell $i+1/2$,

$$h^{r,n}_{i+1/2,i} = (h^{n}_{i+1/2} + h^{n}_{i-1/2})/2. \quad (5.3)$$

The other reference Jacobian for cell $i+1/2$ is obtained by a similar virtual movement of node $i+1$ inside the patch consisting of cells $i+1/2$ and $i+3/2$:

$$h^{r,n}_{i+1/2,i+1} = (h^{n}_{i+1/2} + h^{n}_{i+3/2})/2. \quad (5.4)$$

Finally, the global functional is

$$F(\tilde{x}^{n}) = \sum_{i=1}^{M} \frac{[\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}] - h^{r,n}_{i+1/2,i}}{(\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}) h^{r,n}_{i+1/2,i}} \left[ \frac{[\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}] - h^{r,n}_{i+1/2,i}}{(\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}) h^{r,n}_{i+1/2,i}} \right]^2 + \sum_{i=0}^{M-1} \frac{[\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}] - h^{r,n}_{i+1/2,i+1}}{(\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}) h^{r,n}_{i+1/2,i+1}} \left[ \frac{[\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}] - h^{r,n}_{i+1/2,i+1}}{(\tilde{x}^{n}_{i+1} - \tilde{x}^{n}_{i}) h^{r,n}_{i+1/2,i+1}} \right]^2. \quad (5.5)$$

The denominators in (5.5) make each term in the functional dimensionless and introduce a barrier preventing mesh from folding.
5.3.2 Comparison of two rezone strategies

In this section we consider numerical simulations with the Lagrangian form of Burgers’ equation (see (2.8) and (3.3)). We use the same test function (4.25) as in the Eulerian case. The end mesh points $x_0$ and $x_{M+1}$ are moved with the prescribed velocities 1 and 0, respectively.

The trajectories of mesh nodes for the pure Lagrangian method are presented in the top-left picture in Fig. 6. As one can see from this picture, the nodes get progressively closer to each other, that is, the size of each cell diminishes. It diminishes faster in regions where the solution has bigger negative gradient. Such behavior is in agreement with the considerations of Section 2.4 about the dynamics of the Jacobian of the transformation from Eulerian to Lagrangian coordinates. It also confirms the statement from [57] (Section 37.2.2) that the method of characteristics is not well-suited for general hyperbolic partial differential equations (PDEs) and in particular for Burgers’ equation. From a practical point of view, constantly diminishing size of the Lagrangian cells means that the time step goes to zero and becomes so small that the simulation stalls.
In the top-right picture in Fig. 6, we show trajectories of mesh nodes and the numerical solution corresponding to the moving mesh method with the RJM rezone strategy. It is clear that trajectories roughly follow the Lagrangian trajectories. The mesh is smooth and does not have problems of the pure Lagrangian mesh; however, main features of the solution are under-resolved.

In the bottom picture in Fig. 6, we show trajectories of mesh nodes and the numerical solution corresponding to the moving mesh method with the EMB rezone strategy. At each time moment, the mesh is smooth and resolves features of the solution. The superiority of the EMB rezone strategy will become more obvious, if we plot the error as the function of time (see Fig. 7). The pure Lagrangian method is accurate up to about \( t = 0.1 \). After this moment, dynamics of Lagrangian cells do not correspond to dynamics of solution features and accuracy starts to degrade. For the moving mesh method with the RJM rezone strategy, the error first starts to grow because the RJM method makes the mesh smoother compared to the original one and by doing this, it reduces resolution of the features. Then, the error stays approximately constant. After \( t = 0.3 \), the accuracy of the method is significantly better then in the pure Lagrangian method. For the moving mesh method with the EMB rezone strategy, the error is about the same as for the pure Lagrangian method for \( t \leq 0.15 \), but after this moment, it is significantly less than in the other two methods.

The right picture in Fig. 7 demonstrates the \( L_2 \)-norm of error versus the number of mesh steps. We observe the linear convergence rate in both moving mesh methods. However, for the given accuracy, e.g. \( 2 \cdot 10^{-3} \), we need about 2 times less mesh points in the method employing the EMB rezone strategy. This difference grows when \( \varepsilon \) decreases and the solution profile becomes more sharp. For example, for \( \varepsilon = 0.002 \) and the same accuracy \( 2 \cdot 10^{-3} \), we need about 3 times less mesh points.
6 Related methods

In this section, we review the fundamental ideas used in mesh \(r\)-adaptation methods ("\(r\)" stands for relocation, redistribution, or repositioning) and position our method with respect to other methods.

According to [43, Ch. 14, p. 261], any adaptive scheme is composed of three main ingredients: (I) an optimal-mesh criterion, (II) an error indicator, and (III) an algorithm or a strategy for mesh improvement. These ingredients answer to the following three questions. What is the optimal mesh? Where is the mesh change required? How is the improved mesh constructed?

6.1 Optimal-mesh criteria

It is clear that the optimal mesh can be defined as the mesh for which efficiency of the overall algorithm is improved, that is, given accuracy is achieved with the least amount of work. Work in this context should be understood not only as the CPU time but also as memory and man-hour resources. However, to design an adaptive method, one needs a quantitative assessment of optimality of the adaptive mesh procedure.

One of the most widely spread concepts in mesh \(r\)-adaptation is the error equidistribution principle (see, e.g., [22, 50]). The goal is to find a mesh on which error is uniformly distributed in space. The list of methods which use some form of this concept includes the moving mesh partial differential equations (MMPDE) [30], the method based on the geometric conservation law (GCL) [18], the deformation method [12, 40, 53] and the methods based on harmonic maps [3, 4, 15, 38].

Another important concept in mesh \(r\)-adaptation was introduced by the moving finite element (MFE) methods [46]. In these methods, movement of mesh points is driven by the residual of a finite element approximation. A simplified adaptive mesh technique based on the MFE method is presented in [26].

An interesting idea is introduced in [5–7] and is termed as the moving best fit (MBF) method in [30]. The goal of the MBF method is to find a mesh which minimizes the \(L_2\)-norm of error of representation of a continuous function by either a piecewise constant or a piecewise linear function.

The new in our method is that the optimal-mesh criterion at time \(t^n\) is the minimization of the \(L_2\)-norm of error of piecewise constant representation of the exact solution at time \(t^{n+1}\). In the case of viscous Burgers’ equation, our analysis shows connections with other methods. We have proved that the leading term in the error does depend on accuracy of a piecewise constant representation at time \(t^n\). Formula (4.22) is the link to the error equidistribution principle.

6.2 Error indicators and estimators

Error indicators and estimators is the basis on which one can decide where mesh changes are required. According to [43], the most popular error indicators used presently in production codes may be grouped into the following categories: jumps in a monitored physical variable (such as density or entropy); difference in approximations of different order; difference in significant
derivatives computed with schemes of different order; the residual of PDEs over adjacent cells; a physics-based quantity (such as the energy norm); etc.

A well-developed theory of \textit{a posteriori} error estimates does exist for elliptic equations \cite{1,59}; however, this is not the case for hyperbolic equations. In most moving mesh methods, the frequently used error indicators are either \textit{monitor functions} or \textit{weight functions}. In general, a monitor function can be a matrix. Monitor functions are used as coefficients in equations defining the mesh movement. One of the most traditional monitor functions uses the gradient of a solution $u(x,t)$:

\[ M(x,t) = \sqrt{1 + \alpha |\nabla u(x,t)|^p}. \quad (6.1) \]

Here $\nabla u$ plays the role of error indicator, $\alpha$ controls the level of adaptivity, $p$ is responsible for some smoothing and 1 is added to prevent possible mesh degeneracy in regions where function $u$ is constant. Any reasonable error indicator can be put in place of $\nabla u$.

In most methods based on some form of equidistribution, the equidistribution principle is applied to the monitor function. Thus, mesh points are concentrated in regions where the monitor function is large. Extensive discussion and numerical experiments with different error indicators and monitor functions can be found in \cite{16,17,31}. Some discussion on how to choose a monitor function sensitive to both shocks and contact discontinuities is presented in \cite{55}.

In our method, the error estimator is the leading term in the $L_2$-norm of error. The error indicator is the square root of the smoothed functional $\Phi_{sm}$. It is important to note that the error indicator is optimal for smooth solutions, i.e. it converges to the real error when the spatial and temporal meshes are refined. This is not the case of methods based on monitor function (6.1).

### 6.3 Coupled and decoupled algorithms

Moving mesh methods can be divided into two groups with respect to how mesh movement is incorporated into the overall solution algorithm. In the first group, a mesh movement equation is coupled with governing physical PDEs. This coupling leads to a system of nonlinear equations even if the original PDEs are linear. Moreover, it introduces new terms in the governing PDEs which require development of new discretizations and new analysis (e.g., stability) of the coupled nonlinear system. On the other hand, the methods from this group do not require any explicit data interpolation between meshes. In the second group, the mesh movement equation is decoupled from the governing PDEs. It means that spatial and temporal discretizations of the PDEs can be done with the standard methods. On the other hand, after each time step, the solution has to be interpolated to a rezoned mesh.

This classification of moving mesh methods follows roughly the one presented at T. Tang’s web-page (http://lsec.cc.ac.cn/$\sim$ttang/MMref) where he proposes to distinguish interpolation-free and interpolation-based methods.

Examples of interpolation-free methods are the classical 1D method by Dorfi and Drury \cite{25}, the previously mentioned MMPDE family of methods which includes also the methods described in \cite{9,10,55}, the deformation method, the MFE methods, and the arbitrary Lagrangian-Eulerian (ALE) methods \cite{24,32}. For all these methods, the governing PDEs are written in a moving
coordinate frame that introduces additional terms in the original equations depending on the mesh velocity. The variety of methods comes from a choice of a mesh movement equation and a solution algorithm.

Examples of the interpolation-based methods (PDEs and a mesh movement equation are decoupled) can be found in [3, 4, 14, 28, 34, 38, 44, 52, 56, 61]. Because the space-time discretization of governing PDEs is standard, the methods differ by a choice of the mesh movement equation and the interpolation algorithm. It is clear that the interpolation procedure has to be conservative to maintain conservation property of the overall method. This is the obvious requirement for methods solving the hyperbolic conservation laws; however, in context of general moving mesh methods it is still considered as a new idea [56]. Indeed, the conservation property may be also important for other types of governing equations, since it preserves some norm of a discrete solution.

Our method is the example of an interpolation-based method.

6.4 Strategies for mesh movement

One can distinguish the moving mesh methods by a strategy they employ to find new positions of mesh nodes. In the first group of methods, these positions are computed directly. In the second group, nodal velocities are defined to update the positions. This classification of rezone strategies is used in [33] for ALE methods and in [19] for moving mesh methods. The velocity-based approach is usually used in algorithms where the mesh movement equation is coupled with the governing PDEs while the location-based approach is mainly used in decoupled algorithms.

Typical velocity-based approaches are the classical Lagrangian method [54, Ch. 5], [20], the MFE method [6, 21, 46], the methods based on the geometric conservation law [18], the deformation methods [12, 40, 53], the method presented in the seminal paper [25] and called the moving finite-difference (MFD) method in [57, Ch. 37.3.1], and the MMPDE family of methods [30].

In Lagrangian methods, the velocities of mesh nodes equal to fluid velocity. In the MFE method, the equation for mesh movement is based on minimization of the residual of the governing PDEs written in a moving coordinate frame. The distinctive feature of this method is that it does not use any monitor function. The deformation method generates a time-dependent nodal mapping between the computational and physical domains. The distinctive feature of this method is the existence of a valid mesh, because the Jacobian of the mapping is strictly positive. The GCL is an extension of the deformation method where a more general equation is solved for mesh velocity. In particular, it allows generation of an irrotational mesh velocity by a special choice of parameters. The MFD method and its extension, the MMPDE method, use a parabolic PDE (with coefficients depending on a monitor function) for mesh movement. Their distinctive feature is mesh smoothness in time and space.

Typical location-based approaches are the equidistribution methods in 1D [42, Sec. 7.2], the methods minimizing the Winslow variable diffusion functional [61, Sec. 7.10.6], the harmonic mapping methods [3, 15, 27, 29], the methods using the Brackbill and Saltzman functionals [14] and the directional control functional [13], the Jacobian-weighted elliptic mesh generation
methods [34], the Thompson method [58], the variational approach suggested in [19], the MBF method [5, 7], and the method described in one of the first papers on moving mesh methods [62]. Other examples of location-based methods are various methods using physical analogies with spring systems and modified elasticity equations [2, 8, 11, 23] where stiffness of springs and properties of artificial elastic media depend on a monitor function.

The location-based methods can be interpreted as variational methods. In particular, the functional corresponding to a harmonic mapping has the determinant of Jacobian of transformation in the denominator which plays the role of a barrier and produces unfolded meshes.

In our method, the strategy for the mesh movement is the direct minimization of functional $\Phi_{sm}$ which is based on a posteriori error estimates. The new in our method is that the guaranteed mesh smoothing is embedded into $\Phi_{sm}$.

6.5 Mesh smoothness

One of the most important questions in moving mesh methods is how to maintain smoothness of the mesh in space and time. Almost any paper on moving mesh methods addresses this problem. In 1D, many methods use the original idea of a guaranteed smoothing introduced in the seminal paper by Dorfi and Drury [25]. Detailed exposition of this idea is presented in dissertation [63]. In 2D, spatial smoothing usually achieved by using smoothed monitor functions and time dependent equations with relaxation factors for mesh movement.

Smoothness of the mesh is closely related to the overall stability of moving mesh methods [39, 50]. A guaranteed mesh smoothing in multidimensions is a very active research area.

The distinctive feature of our method is that the guaranteed smoothing is applied directly to a posteriori error estimates.

7 Conclusion

We have developed the error-minimization-based rezone strategy for the moving mesh method solving 1D viscous Burgers’ equation in both the Eulerian and the Lagrangian forms. The goal of this strategy is to change the mesh at time $t^n$ to reduce the $L_2$-norm of error at time $t^{n+1}$. For the Eulerian form of Burgers’ equation, we have demonstrated the superiority of our method over the same method on uniform meshes. For the Lagrangian form of Burgers’ equation, we have demonstrated superiority of our method over the pure Lagrangian method and the moving mesh method with the RJM rezone strategy.

In future we plan to extend our rezone strategy to the full system of gasdynamics equations in 2D and 3D.
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