Stability Conditions for Wave Simulation in 3-D Anisotropic Media with the Pseudospectral Method
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Abstract. Simulation of elastic wave propagation has important applications in many areas such as inverse problem and geophysical exploration. In this paper, stability conditions for wave simulation in 3-D anisotropic media with the pseudospectral method are investigated. They can be expressed explicitly by elasticity constants which are easy to be applied in computations. The 3-D wave simulation for two typical anisotropic media, transversely isotropic media and orthorhombic media, are carried out. The results demonstrate some satisfactory behaviors of the pseudospectral method.
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1 Introduction

Forward modeling is an important way to construct synthetic data which can be used in inverse problems, it is also a valuable way for studying wave phenomenon in complex geological structures. Various techniques for wave modeling have been developed. Such methods include the ray-tracing [8, 16], finite-volume [11, 41], finite-difference [1, 12, 18, 20, 25, 36–39], finite-element [4, 6, 7, 9, 10, 22], spectral-element [5, 33] and pseudospectral methods [15, 21, 29, 30]. In this paper, the pseudospectral or Fourier method will be used.

The ray-tracing method is based on the asymptotic solution of the eikonal equation. It has the limit of high frequency assumption. The finite-volume method adapts to unstructural grids, but constructing schemes with high-order accuracy in space is not easy. The finite-difference method is a widely used method. Its main drawback is a limitation on high-frequency resolution. Usually, ten or more grid points per wavelength are required at the Nyquist spatial frequency for the second-order explicit finite-difference method [1].
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For typical wave velocities and frequency bands in application such as in exploration seismology, it means that the grid space is the order of $3^{-4}m$. The finite-element method is well known for its flexibility in describing problem with complex geometries. However, it is not commonly used in wave simulation. The main reason is that it requires to inverse mass matrix at each time step. In order to get an efficient scheme, the mass lumping technique is needed [4, 9, 40]. For low-order element such as linear Lagrange element, the mass lumping can be implemented by using the quadratic rules for numerical integration, but for high-order Lagrange element, it is not obvious and a new finite-element space is required [9]. Some comparisons between finite-element and finite-difference for solving the wave equation have already been given, for example, see [22] and [24]. The spectral-element method was first introduced by Patera [27] in computational fluid dynamics. It was first used for modelling wave propagation by Seriani et al. [33]. Like the finite-element method, the mass lumping is also used in the spectral-element method [5].

The pseudospectral method or Fourier method was introduced in early 1970s [13, 26]. Fornberg discussed the basic features of pseudospectral method and compared the method with the finite-difference method for the 2-D elastic wave equation [14]. He pointed out in the case of smoothly varying coefficients the required grid spacings in each space dimension satisfied ratios of $16:4:1$ for the pseudospectral method, fourth-order difference, and second-order finite-difference. The pseudospectral method differs from the finite-difference technique is that it uses the fast Fourier transform (FFT) to calculate spatial derivatives instead of finite-difference. The resulting derivative operators are highly accurate, and only two grid points are required to resolve a spatial wave length. The pseudospectral method can be viewed as the limit of finite-difference with infinite order of accuracy. Usually, high accuracy in spatial approximation is the primary pursuit in wave simulation. This is the main reason why we use the Fourier method in this paper.

Anisotropy is existed widely in the earth. For example, sedimentary rocks frequently possess an anisotropic structure [31]. In a completely anisotropic medium, 21 elastic constants are necessary to correctly define the medium [3]. Body symmetries reduce the number of independent elastic parameters. There are two typical and important anisotropic medium, transversely isotropic (TI) media and orthorhombic anisotropy (OA) media. Transversely isotropic media exhibits hexagonal symmetry that reduces to 5 the number of independent elastic constants, while OA media has 9 independent elastic constants.

In this paper, the pseudospectral or Fourier method is applied to simulating wave propagation in 3-D anisotropic media. Wave simulation with this method has been done for acoustic and elastic isotropic media [21, 29, 30], however, to my knowledge, the work of 3-D wave simulation in TI and OA media is few and its stability analysis is still a blank. I focus attentions on the stability analysis of 3-D numerical simulation. The stability conditions for OA and arbitrary anisotropic media are investigated. They can be expressed explicitly with elastic constants. Numerical computations for two typical 3-D anisotropic models, transversely isotropic media and orthorhombic anisotropy media, are implemented. The results show the corrects and effects of our algorithm and analysis.
2 Theory

2.1 Wavefield extrapolation scheme

The linearized set of partial differential equations which govern the displacement of anisotropic elastic solid satisfy

\[ c_{ijkl} \frac{\partial^2 u_k}{\partial x_l \partial x_j} + \rho f_i = \rho \frac{\partial^2 u_i}{\partial t^2} \]  

(2.1)

The equations are written with respect to a fixed Cartesian reference frame \( Ox_1x_2x_3 \), with \( t \) denoting time. \( u_i \) denotes the components of the displacement vector. The components of the body force vector, per unit mass, are \( f_i \) and \( \rho \) is the constant density of the solid. \( c_{ijkl} \) is the fourth-order tensor of elastic constants. The symmetries reduce the number of independent elements of the elastic constants tensor \( c_{ijkl} \) from 81 to 21 which is often expressed by a 6\( \times \)6 symmetric (elasticity) matrix [3, 28]. For orthorhombic anisotropy (OA) media, this elasticity constants matrix has 9 non-zero elements: \( c_{11}, c_{12}, c_{13}, c_{22}, c_{23}, c_{33}, c_{44}, c_{55}, c_{66} \), while for transversely isotropic (TI) media, it has 5 non-zero elements: \( c_{11} = c_{22}, c_{12}, c_{13} = c_{23}, c_{33}, c_{44} = c_{55}, c_{66} = (c_{11} - c_{12})/2 \).

For convenience, we rewrite \( u_1, u_2 \) and \( u_3 \) as \( u, v \) and \( w \) respectively. Then the wave equation (2.1) in OA media becomes

\[ \frac{\partial^2 u}{\partial t^2} = \frac{\partial}{\partial x_1} \left[ c_{11} \frac{\partial u}{\partial x_1} + c_{12} \frac{\partial v}{\partial x_2} + c_{13} \frac{\partial w}{\partial x_3} \right] + \frac{\partial}{\partial x_3} \left[ c_{55} \left( \frac{\partial w}{\partial x_1} + \frac{\partial u}{\partial x_3} \right) \right] + f_1, \]  

(2.2a)

\[ \frac{\partial^2 v}{\partial t^2} = \frac{\partial}{\partial x_2} \left[ c_{12} \frac{\partial u}{\partial x_1} + c_{22} \frac{\partial v}{\partial x_2} + c_{23} \frac{\partial w}{\partial x_3} \right] + \frac{\partial}{\partial x_3} \left[ c_{66} \left( \frac{\partial v}{\partial x_3} + \frac{\partial w}{\partial x_2} \right) \right] + f_2, \]  

(2.2b)

\[ \frac{\partial^2 w}{\partial t^2} = \frac{\partial}{\partial x_3} \left[ c_{13} \frac{\partial u}{\partial x_1} + c_{23} \frac{\partial v}{\partial x_2} + c_{33} \frac{\partial w}{\partial x_3} \right] + \frac{\partial}{\partial x_1} \left[ c_{55} \left( \frac{\partial w}{\partial x_1} + \frac{\partial u}{\partial x_3} \right) \right] + f_3. \]  

(2.2c)

Here, \( c_{ij} \) are density-normalized stiffness and thus are of dimension velocity\(^2\). In general, the stiffness are constrained by the conditions of stability of the medium, i.e., the condition that the 6\( \times \)6 matrix with elements \( c_{ij} \) is positive definite. In the following, we assume \( c_{ij} \) are constants, i.e., the medium is homogeneous. However, the derived result can be used for inhomogeneous media such as the media with piecewise elastic constants. If we approximate the second-order derivatives of time with the second-order finite-difference
scheme, and calculate the space derivatives with the fast Fourier transform, we will get the following wavefield extrapolation scheme
\[
U^{n+1} = U^{n} - 2U^{n} - \Delta t^2 (c_{11}k_1^2 + c_{66}k_2^2 + c_{55}k_3^2) U^n - \Delta t^2 (c_{12} + c_{66}) k_1 k_2 V^n \\
- \Delta t^2 (c_{13} + c_{55}) k_1 k_3 W^n,
\]
\[
V^{n+1} = V^{n} - 2V^{n} - \Delta t^2 (c_{12} + c_{66}) k_1 k_2 U^n - \Delta t^2 (c_{66}k_1^2 + c_{22}k_2^2 + c_{44}k_3^2) V^n \\
- \Delta t^2 (c_{23} + c_{44}) k_2 k_3 W^n,
\]
\[
W^{n+1} = W^{n} - 2W^{n} - \Delta t^2 (c_{13} + c_{55}) k_1 k_3 U^n - \Delta t^2 (c_{23} + c_{44}) k_2 k_3 V^n \\
- \Delta t^2 (c_{55}k_1^2 + c_{44}k_2^2 + c_{33}k_3^2) W^n,
\]
(2.3a)
(2.3b)
(2.3c)

where \( U, V, W \) are the corresponding results of spatial Fourier transform of \( u, v, w \) respectively. \( k_1, k_2 \) and \( k_3 \) are the spatial wavenumber of \( x, y \) and \( z \) respectively. Eq. (2.3) is the scheme for wavefield extrapolation in time.

### 2.2 Stability condition for OA media

Rewrite (2.3) as a matrix form
\[
\begin{bmatrix}
U^{n+1} \\
U^n \\
V^{n+1} \\
V^n \\
W^{n+1} \\
W^n
\end{bmatrix}
=
\begin{bmatrix}
2+\theta_1 & -1 & \theta_4 & 0 & \theta_5 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
\theta_4 & 0 & 2+\theta_2 & -1 & \theta_6 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\theta_5 & 0 & \theta_6 & 0 & 2+\theta_3 & -1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
U^n \\
U^{n-1} \\
V^n \\
V^{n-1} \\
W^n \\
W^{n-1}
\end{bmatrix}.
\]
(2.4)

To analyze the stability condition, we consider the characteristic equation of the transfer matrix in (2.4). The characteristic equation is
\[
\lambda^6 + A_5\lambda^5 + A_4\lambda^4 + A_3\lambda^3 + A_2\lambda^2 + A_1\lambda + 1 = 0,
\]
(2.5)

where
\[
A_5 = A_1 = -(\mu_1 + \mu_2 + \mu_3), \\
A_4 = A_2 = (3 + \mu_1\mu_2 + \mu_1\mu_3 + \mu_2\mu_3) - (\theta_1^2 + \theta_2^2 + \theta_6^2), \\
A_3 = -2(\mu_1 + \mu_2 + \mu_3) + \mu_3\theta_2^2 + \mu_2\theta_5^2 + \mu_1\theta_6^2 - 2\theta_4\theta_5\theta_6 - \mu_1\mu_2\mu_3,
\]

with
\[
\mu_i = 2+\theta_i, \quad i=1,2,3,
\]
(2.6)

and
\[
\theta_1 = -\Delta t^2 (c_{11}k_1^2 + c_{66}k_2^2 + c_{55}k_3^2), \quad \theta_4 = -\Delta t^2 (c_{12} + c_{66}) k_1 k_2, \\
\theta_2 = -\Delta t^2 (c_{66}k_1^2 + c_{22}k_2^2 + c_{44}k_3^2), \quad \theta_5 = -\Delta t^2 (c_{13} + c_{55}) k_1 k_3, \\
\theta_3 = -\Delta t^2 (c_{55}k_1^2 + c_{44}k_2^2 + c_{33}k_3^2), \quad \theta_6 = -\Delta t^2 (c_{23} + c_{44}) k_2 k_3.
\]
(2.7a)
(2.7b)
(2.7c)
The necessary condition of stability for wavefield extrapolation in time is \(|\lambda_i| \leq 1, i = 1, 2, \ldots, 6\). From the relationship between roots \(\lambda_i\) and coefficients \(A_i\), we have the restriction of \(|\lambda_i| = 1 (i = 1, 2, \ldots, 6)\). Otherwise, at least one root will be out of the unit circle and lead to instability \([23, 34]\). Obviously, the six characteristic roots will be in pair and so (2.5) can be factorized as

\[
(\lambda^2 + r_1\lambda + 1)(\lambda^2 + r_2\lambda + 1)(\lambda^2 + r_3\lambda + 1) = 0,
\]  

(2.8)

where \(r_i (i = 1, 2, 3)\) are real coefficients and can be determined but not necessary here. Expanding (2.8) and comparing the result with (2.5) yield the following expressions

\[
\begin{align*}
    r_1 + r_2 + r_3 &= A_5, \\
    3 + r_1 r_2 + r_3 &= A_4, \\
    r_1 r_2 r_3 + 2(r_1 + r_2 + r_3) &= A_3.
\end{align*}
\]

(2.9a)  (2.9b)  (2.9c)

Therefore, based on (2.9a)-(2.9c) and the restriction of \(|\lambda_i| = 1\), we obtain the following inequalities

\[
\begin{align*}
    |A_5| &\leq 6, \\
    |A_4 - 3| &\leq 12, \\
    |A_3 - 2A_5| &\leq 8.
\end{align*}
\]

(2.10)

From the first inequality in (2.10), we have

\[
-12 \leq \theta_1 + \theta_2 + \theta_3 \leq 0,
\]

(2.11)

or

\[
\Delta t^2 \left[ k_1^2(c_{11} + c_{55} + c_{66}) + k_2^2(c_{22} + c_{44} + c_{66}) + k_3^2(c_{33} + c_{44} + c_{55}) \right] \leq 12.
\]

(2.12)

According to the sampling theorem \([19]\), the maximum of wave number \(k_1, k_2\) and \(k_3\) are \(\pi/\Delta x, \pi/\Delta y\) and \(\pi/\Delta z\) respectively. Here, \(\Delta x, \Delta y\) and \(\Delta z\) are the spatial steps with respect to \(x, y\) and \(z\) respectively. Thus (2.12) yields the first restriction of \(\Delta t\) as

\[
\Delta t_1 \leq \frac{\sqrt{12}}{\pi \sqrt{\frac{c_{11} + c_{55} + c_{66}}{\Delta x^2} + \frac{c_{22} + c_{44} + c_{66}}{\Delta y^2} + \frac{c_{33} + c_{44} + c_{55}}{\Delta z^2}}}
\]

(2.13)

From the second inequality in (2.10), we have

\[
|\mu_1\mu_2 + \mu_1\mu_3 + \mu_2\mu_3 - (\theta_4^2 + \theta_5^2 + \theta_6^2)| \leq 12,
\]

(2.14)

i.e.,

\[
-24 \leq 4(\theta_1 + \theta_2 + \theta_3) + \theta_1 \theta_2 + \theta_1 \theta_3 + \theta_2 \theta_3 - (\theta_4^2 + \theta_5^2 + \theta_6^2) \leq 0.
\]

(2.15)

Using the relationship (2.11), we obtain

\[
\frac{1}{2}(\theta_1^2 + \theta_2^2 + \theta_3^2) + (\theta_4^2 + \theta_5^2 + \theta_6^2) \leq 96,
\]

(2.16)
Using the following relationships from (2.11) and (2.16):

From the third inequity in (2.10), we conclude

\[ 0 \leq 2(\theta_1^2 + \theta_2^2 + \theta_3^2) + \theta_3 \theta_4^2 + \theta_2 \theta_5^2 + \theta_1 \theta_6^2 - 2 \theta_4 \theta_5 \theta_6 \]

\[ -2(\theta_1 \theta_2 + \theta_1 \theta_3 + \theta_2 \theta_3) - 4(\theta_1 + \theta_2 + \theta_3) - \theta_1 \theta_2 \theta_3 \leq 16. \]  

(2.18)

Using the following relationships from (2.11) and (2.16):

\[ -48 \leq 4(\theta_1 + \theta_2 + \theta_3) \leq 0, \]  

(2.19a)

\[ -192 \leq - (\theta_1^2 + \theta_2^2 + \theta_3^2) - 2(\theta_4^2 + \theta_5^2 + \theta_6^2) \leq 0, \]  

(2.19b)

\[ 0 \leq \theta_1^2 + \theta_2^2 + \theta_3^2 + 2(\theta_1 \theta_2 + \theta_1 \theta_3 + \theta_2 \theta_3) \leq 144, \]  

(2.19c)

we have

\[ -240 \leq \theta_3^2 \theta_2^2 + \theta_4^2 \theta_5^2 + \theta_1 \theta_6^2 - 2 \theta_4 \theta_5 \theta_6 - \theta_1 \theta_2 \theta_3 \leq 160. \]  

(2.20)

Considering the stability of media, we obtain the third restriction for the time interval

\[ \Delta t_3 \leq \sqrt{160 \over \pi} \left\{ \left( {c_{55} \over \Delta x^2} + {c_{44} \over \Delta y^2} + {c_{33} \over \Delta z^2} \right) \left( {c_{12} + c_{66}} \over \Delta x^2 \Delta y^2 \right)^2 + \left( {c_{66} \over \Delta x^2} + {c_{22} \over \Delta y^2} + {c_{44} \over \Delta z^2} \right) \left( {c_{13} + c_{55}} \over \Delta x^2 \Delta z^2 \right)^2 \right. \]

\[ + \left. \left( {c_{11} \over \Delta x^2} + {c_{66} \over \Delta y^2} + {c_{55} \over \Delta z^2} \right) \left( {c_{23} + c_{44}} \over \Delta y^2 \Delta z^2 \right)^2 - 2 \left( c_{12} + c_{66} \right) \left( c_{13} + c_{55} \right) \left( c_{23} + c_{44} \right) \right\}^{-\frac{1}{4}}. \]

(2.21)

If the grids are uniform i.e., \( \Delta x = \Delta y = \Delta z = h, \) (2.13), (2.17) and (2.21) are simplified as

\[ \Delta t_1 \leq {\sqrt{2} h \over \pi \sqrt{c_{11} + c_{22} + c_{33} + 2(c_{44} + c_{55} + c_6)}}. \]  

(2.22a)

\[ \Delta t_2 \leq {2 \sqrt{6} h \over \pi} \left\{ \left( {c_{11} + c_{66} + c_{55}} \over 2 \right)^2 + {1 \over 2} \left( c_{66} + c_{22} + c_{44} \right)^2 + {1 \over 2} \left( c_{55} + c_{44} + c_{33} \right)^2 \right. \]

\[ + \left. \left( c_{13} + c_{66} \right)^2 + \left( c_{13} + c_{55} \right)^2 + \left( c_{23} + c_{44} \right)^2 \right\}^{-\frac{1}{4}}, \]

(2.22b)

\[ \Delta t_3 \leq {\sqrt{160} h \over \pi} \left\{ \left( c_{55} + c_{44} + c_{33} \right) \left( c_{12} + c_{66} \right)^2 + \left( c_{66} + c_{22} + c_{44} \right) \left( c_{13} + c_{55} \right)^2 \right. \]

\[ + \left. \left( c_{11} + c_{66} + c_{55} \right) \left( c_{23} + c_{44} \right)^2 - 2 \left( c_{12} + c_{66} \right) \left( c_{13} + c_{55} \right) \left( c_{23} + c_{44} \right) \right\}^{-\frac{1}{4}}, \]

(2.22c)
where, the wave equation (2.1) without source can be written as

\[ \Delta t < \min \{ \Delta t_1, \Delta t_2, \Delta t_3 \}. \] (2.23)

The TI media can be treated as a special case of OA media, so its stability condition can be obtained from (2.23) with relationships \( c_{11} = c_{22}, c_{13} = c_{23}, c_{44} = c_{55} \) and \( c_{66} = (c_{11} - c_{12}) / 2 \).

Similarly, the stability condition for elastic isotropic media can also be obtained from (2.23) with relationships \( c_{11} = c_{22} = c_{33} = v_p^2, c_{44} = c_{55} = c_{66} = v_s^2 \) and \( c_{12} = c_{13} = c_{11} - 2c_{44} \), where \( v_p \) and \( v_s \) are the compress wave velocity and the shear wave velocity respectively.

### 2.3 Stability condition for arbitrary anisotropic media

In this section, I will generalize the stability condition to arbitrary anisotropic media. For arbitrary anisotropic media, there are 21 elasticity constants. Without loss of generality in the following, we rewrite \( x_1, x_2 \) and \( x_3 \) as \( x, y \) and \( z \) respectively. In the domain of wave number, the wave equation (2.1) without source can be written as

\[ \frac{d^2 P}{d t^2} (K,t) = -MP(K,t), \] (2.24)

where \( P = (U, V, W) \) is the wavefield in the wave number domain corresponding to its spatial domain, \( K = (k_x, k_y, k_z) \) and \( M \) is given by

\[ M = \begin{bmatrix} \beta_1 & \beta_4 & \beta_5 \\ \beta_4 & \beta_2 & \beta_6 \\ \beta_5 & \beta_6 & \beta_3 \end{bmatrix} \] (2.25)

with

\[ \beta_1 = c_{11} k_x^2 + c_{66} k_y^2 + c_{55} k_z^2 + 2c_{16} k_x k_y + 2c_{36} k_y k_z + 2c_{15} k_x k_z, \] (2.26a)

\[ \beta_2 = c_{66} k_x^2 + c_{22} k_y^2 + c_{44} k_z^2 + 2c_{26} k_x k_y + 2c_{24} k_y k_z + 2c_{46} k_x k_z, \] (2.26b)

\[ \beta_3 = c_{55} k_x^2 + c_{44} k_y^2 + c_{33} k_z^2 + 2c_{45} k_x k_y + 2c_{34} k_y k_z + 2c_{35} k_x k_z, \] (2.26c)

\[ \beta_4 = c_{16} k_x^2 + c_{26} k_y^2 + c_{45} k_z^2 + (c_{12} + c_{66}) k_x k_y + (c_{25} + c_{46}) k_y k_z + (c_{14} + c_{56}) k_x k_z, \] (2.26d)

\[ \beta_5 = c_{15} k_x^2 + c_{45} k_y^2 + c_{35} k_z^2 + (c_{14} + c_{56}) k_x k_y + (c_{36} + c_{45}) k_y k_z + (c_{13} + c_{55}) k_x k_z, \] (2.26e)

\[ \beta_6 = c_{36} k_x^2 + c_{24} k_y^2 + c_{34} k_z^2 + (c_{25} + c_{46}) k_x k_y + (c_{23} + c_{44}) k_y k_z + (c_{36} + c_{55}) k_x k_z, \] (2.26f)

where \( k_x, k_y \) and \( k_z \) are the spatial wave number with respect to \( x, y, z \) respectively.

The extrapolation scheme for (2.24) with the pseudospectral method can be written as

\[
\begin{bmatrix}
U^{n+1} \\
U^n \\
V^{n+1} \\
V^n \\
W^{n+1} \\
W^n
\end{bmatrix} =
\begin{bmatrix}
2 + \beta_1 & -1 & \beta_4 & 0 & \beta_5 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
\beta_4 & 0 & 2 + \beta_2 & -1 & \beta_6 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\beta_5 & 0 & \beta_6 & 0 & 2 + \beta_3 & -1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
U^n \\
U^{n-1} \\
V^n \\
V^{n-1} \\
W^n \\
W^{n-1}
\end{bmatrix}.
\] (2.27)
The characteristic equation of the transfer matrix in (2.27) is
\[ \lambda^6 + B_5 \lambda^5 + B_4 \lambda^4 + B_3 \lambda^3 + B_2 \lambda^2 + B_1 \lambda + 1 = 0, \] (2.28)
where
\[ B_5 = B_1 = - (\gamma_1 + \gamma_2 + \gamma_3), \] (2.29a)
\[ B_4 = B_2 = (3 + \gamma_1 \gamma_2 + \gamma_1 \gamma_3 + \gamma_2 \gamma_3) - (\beta_1^2 + \beta_2^2 + \beta_3^2), \] (2.29b)
\[ B_3 = - 2 (\gamma_1 + \gamma_2 + \gamma_3) + \gamma_3 \beta_4^2 + \gamma_2 \beta_5^2 + \gamma_1 \beta_6^2 - 2 \beta_4 \beta_5 \beta_6 - \gamma_1 \gamma_2 \gamma_3, \] (2.29c)
with
\[ \gamma_i = 2 + \beta_i, \quad i = 1, 2, 3. \] (2.30)

Using the similar approach in Section 2.2, the stability condition for arbitrary anisotropic media requires
\[ |B_5| \leq 6, \quad |B_4 - 3| \leq 12, \quad |B_3 - 2 B_5| \leq 8. \] (2.31)

Through a series of deduction similar to that in the Section 2.2, we conclude the stability condition for arbitrary media is
\[ \Delta t < \min \{ \Delta t_1, \Delta t_2, \Delta t_3 \}, \] (2.32)
where
\[ \Delta t_1 < \frac{\sqrt{12}}{\pi} \left\{ \frac{c_{11} + c_{55} + c_{66}}{\Delta x^2} + \frac{c_{22} + c_{44} + c_{66}}{\Delta y^2} + \frac{c_{33} + c_{44} + c_{55}}{\Delta z^2} + \frac{2(c_{16} + c_{26} + c_{45})}{\Delta x \Delta y} \right. \\
+ \left. \frac{2(c_{24} + c_{34} + c_{56})}{\Delta y \Delta z} + \frac{2(c_{15} + c_{35} + c_{46})}{\Delta x \Delta z} \right\}^{-1/2}, \] (2.33a)
\[ \Delta t_2 \leq \frac{2 \sqrt{6}}{\pi} \left\{ \frac{1}{2} \left( \frac{c_{11}}{\Delta x^2} + \frac{c_{66}}{\Delta y^2} + \frac{c_{55}}{\Delta z^2} + \frac{2c_{16}}{\Delta x \Delta y} + \frac{2c_{15}}{\Delta x \Delta z} \right) \right. \\
+ \left. \frac{1}{2} \left( \frac{c_{22}}{\Delta x^2} + \frac{c_{44}}{\Delta y^2} + \frac{c_{33}}{\Delta z^2} + \frac{2c_{24}}{\Delta x \Delta y} + \frac{2c_{26}}{\Delta x \Delta z} \right) \right. \\
+ \left. \frac{1}{2} \left( \frac{c_{45}}{\Delta x^2} + \frac{c_{33}}{\Delta y^2} + \frac{c_{55}}{\Delta z^2} + \frac{2c_{34}}{\Delta x \Delta y} + \frac{2c_{36}}{\Delta x \Delta z} \right) \right. \\
+ \left. \frac{1}{2} \left( \frac{c_{15}}{\Delta x^2} + \frac{c_{16}}{\Delta y^2} + \frac{c_{45}}{\Delta z^2} + \frac{(c_{12} + c_{66})}{\Delta x \Delta y} + \frac{(c_{25} + c_{46})}{\Delta y \Delta z} + \frac{(c_{14} + c_{56})}{\Delta x \Delta z} \right) \right. \\
+ \left. \frac{1}{2} \left( \frac{c_{15}}{\Delta x^2} + \frac{c_{16}}{\Delta y^2} + \frac{c_{45}}{\Delta z^2} + \frac{(c_{12} + c_{66})}{\Delta x \Delta y} + \frac{(c_{25} + c_{46})}{\Delta y \Delta z} + \frac{(c_{14} + c_{56})}{\Delta x \Delta z} \right) \right. \\
+ \left. \frac{1}{2} \left( \frac{c_{15}}{\Delta x^2} + \frac{c_{16}}{\Delta y^2} + \frac{c_{45}}{\Delta z^2} + \frac{(c_{12} + c_{66})}{\Delta x \Delta y} + \frac{(c_{25} + c_{46})}{\Delta y \Delta z} + \frac{(c_{14} + c_{56})}{\Delta x \Delta z} \right) \right\}^{-1/2}, \] (2.33b)
Where we choose the wavelet source depicted by geneous media or other complex models. An example for a TI medium with complex important anisotropic media, TI media and OA media. Though the selected media are

In this part, we use the pseudospectral method to simulate wave propagation in two

3 Numerical computations

respectively.

In this part, we use the pseudospectral method to simulate wave propagation in two important anisotropic media, TI media and OA media. Though the selected media are homogeneous in our computations, the pseudospectral method can be used for inhomogeneous media or other complex models. An example for a TI medium with complex structures can be found in [42]. The source function used in numerical computations is the wavelet source depicted by

\[ f(t) = \cos(2\pi f_0 t) e^{-\alpha (t-t_0)^2}, \]  

where \( f_0 \) is the main frequency, \( t_0 \) and \( \alpha \) are the given parameters. In our computations, we choose \( f_0 = 20 \text{Hz}, \ t_0 = 0.06 \text{s} \) and \( \alpha = 4000 \). Its history is shown in Fig. 1. The point
source is always located at the center of physical model.

First we consider 3-D wave propagation in a transversely isotropic model with a vertical symmetry axis in the \( z \) direction. The transverse plane is the \( xy \) plane. The physical model has grids of \( 128 \times 128 \times 128 \) with uniform spatial sampling interval \( h := \Delta x = \Delta y = \Delta z = 25 \text{m} \). The density-normalized elastic constants are listed in Table 1. The stability condition (2.22a) gives (unit: \( \text{ms} \))

\[
\Delta t < 0.1167 h
\]

which requires \( \Delta t < 2.9170 \text{ms} \) for this medium. In the computations we choose \( \Delta t = 0.002 \text{s} \).

Table 1: Density-normalized elastic constants (unit: \( 10^6 \text{m}^2/\text{s}^2 \)) for a transversely medium.

<table>
<thead>
<tr>
<th>( c_{11} )</th>
<th>( c_{12} )</th>
<th>( c_{13} )</th>
<th>( c_{33} )</th>
<th>( c_{44} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.7</td>
<td>1.31</td>
<td>6.6</td>
<td>14.0</td>
<td>6.63</td>
</tr>
</tbody>
</table>

Fig. 2 is the snapshot of 3-D wave propagation of \( w \) component at propagation time of 0.38s. The result is completed on a PC with one processor and 3G main frequency. The cup time for this model is 33 minutes for extrapolating 250 time steps. The algorithm of Fast Fourier transform is used in computation. The wave is generated by a \( z \) (or \( x_3 \)) directional point source with time function given by (3.1). Similar 3-D data volume for \( u \) and \( v \) components can also be obtained but we omit them here for reason of space. Fig. 3 shows a 2-D \( x-z \) \( u \) component in the \( xz \) plane sliced at \( y = 50 \). The wavefront of \( u \) component can also be calculated analytically [28]. Fig. 4 is the corresponding result obtained by the analytical method. The source is also a \( z \) directional force. The outer ellipse in Fig. 4 is the \( qP \) wave. The \( qSV \) motion has four cuspidal triangles. Comparisons between Fig. 3 and Fig. 4 show the good accuracy of the pseudospectral or Fourier method.

If we slice the 3-D data volume along different directions, we can get different 2-D sections. Fig. 5, Fig. 6 and Fig. 7 are wave snapshots of three components in the \( xy, yz \)
Figure 2: Snapshot of 3-D wave propagation in a transversely isotropic medium at propagation time of 0.38s. It is a 3-D data volume of $w$ component.

Figure 3: A snapshot of displacement $u$ component at propagation time of 0.38s in transversely isotropic media. It is a 2-D $x-z$ section of the 3-D data volume.

Figure 4: Wavefront of wave propagation in a transversely isotropic medium in $xz$ plane. It is obtained by analytical method.

and $xz$ planes respectively. In Fig. 5, wave surface sections are circles because of isotropy in the $xy$ plane. The inner wavefront corresponds to the $q_{SV}$ mode. The outer wavefront is $q_P$ wave and the middle is the $SH$ motion. In Fig. 6 and Fig. 7, all components only have $q_P$ and $q_{SV}$ wavefronts since $SH$ motion is normal to the $yz$ and $xz$ planes when the source is the $z$ directional point force. The $q_{SV}$ wavefronts have cusps and triplications [12] which can be clearly observed in Fig. 6 and Fig. 7.

It is noticed that the components are relevant to the source directions. In stead of $z$ direction only, the source is now set in the $x$, $y$ and $z$ directions simultaneously. Fig. 8, Fig. 9 and Fig. 10 show wavefield snapshots of three components in the $xy$, $yz$ and $xz$ planes respectively. Three wave modes $q_P, q_{SV}$ and $SH$ are still circles in Fig. 8. The $SH$ wave can be observed now in Fig. 9(a), Fig. 9(b), Fig. 10(a) and Fig. 10(b), which can be compared with Fig. 6(a), Fig. 6(b), Fig. 7(a) and Fig. 7(b). The wavefront of $SH$ wave is
ellipse and the $qP$ and $qSV$ show the directional dependence on propagation velocity. The shear-wave splitting in Fig. 9(a), Fig. 9(b), Fig. 10(a) and Fig. 10(b) can be observed clearly.
Figure 8: Wavefront of wave propagation in a transversely isotropic medium in the $xy$ plane with three directional point source. (a) $x$ component, (b) $y$ component, (c) $z$ component.

Figure 9: Wavefront of wave propagation in a transversely isotropic medium in the $yz$ plane with three directional point source. (a) $x$ component, (b) $y$ component, (c) $z$ component.

Figure 10: Wavefront of wave propagation in a transversely isotropic medium in the $xz$ plane with three directional point source. (a) $x$ component, (b) $y$ component, (c) $z$ component.

Now we simulate 3-D wave propagation in an OA medium. The density-normalized elastic constants are listed in Table 2. The physical model has the 128 grids in each dimension. In computations we choose uniform spatial steps $h := \Delta x = \Delta y = \Delta z = 20m$. The
Table 2: Density-normalized elastic constants (unit: 10^6 m^2/s^2) for an orthorhombic anisotropic medium.

<table>
<thead>
<tr>
<th>c_{11}</th>
<th>c_{12}</th>
<th>c_{13}</th>
<th>c_{22}</th>
<th>c_{23}</th>
<th>c_{33}</th>
<th>c_{44}</th>
<th>c_{55}</th>
<th>c_{66}</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0</td>
<td>3.5</td>
<td>2.5</td>
<td>8.0</td>
<td>1.5</td>
<td>6.0</td>
<td>5.0</td>
<td>4.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>

stability condition (2.22a) requires (unit: ms)

\[
\Delta t < 0.1608h
\]  

i.e., \( \Delta t < 3.2168ms \), we choose \( \Delta t = 2ms \). Fig. 11 is the snapshot of 3-D wave propagation which corresponds to \( w \) component at propagation time of 0.38s. The wavefront of 3-D propagation is clear in Fig. 11. The sections in three planes can be obtained from the 3-D data volume. Fig. 12, Fig. 13 and Fig. 14 show the wave snapshots of three components in the \( xy \), \( yz \) and \( xz \) planes respectively. In Fig. 12, the wavefronts of \( qP \), \( qSV \) and \( SH \) modes are not circles comparing with Fig. 5 and Fig. 8. The shear-splitting with triplication in the OA medium is more complicated than that in the TI medium by comparing Fig. 13(a), Fig. 13(b), Fig. 14(a), Fig. 14(b) with Fig. 9(a), Fig. 9(b), Fig. 10(a), Fig. 10(b), respectively. The phenomena of wave propagation in OA media can be explained theoretically by solving the Christoffel equation [32, 35].

4 Conclusions

Wave simulation of propagation in elastic media is an important topic in oil geological exploration or inverse problems. In this paper, the pseudospectral method is used for wave simulation in 3-D elastic anisotropic media. The pseudospectral method calculates spatial derivatives by the fast Fourier transform in stead of finite differences, while time
derivatives appeared in wave equations are calculated by the second-order difference scheme. The stability conditions for wave simulation in 3-D anisotropic media are investigated in detail. The stability conditions can be expressed explicitly by the corresponding
elastic constants which are easy to use in computations. Numerical computations for two typical anisotropic media, transversely isotropic (IT) media and orthorhombic anisotropy (OA) media, are completed. The phenomena of wave propagation is shown clearly.

Acknowledgments

The author is grateful to the referee for his valuable comments which have improved the paper. This work is supported by the 973 State Key Project under the grant No. 2010 CB731505. It is also partly supported by the key national natural science foundation of China under the grant No. 10431030 and the Chair foundation of State Key Laboratory of Scientific and Engineering Computing (LSEC).

References


[38] D. Yang, E. Liu, Z. Zhang and J. Teng, Finite-difference modelling in two-dimensional


