Three-Dimensional Lattice Kinetic Scheme and its Application to Simulate Incompressible Viscous Thermal Flows

Y. Peng, C. Shu* and Y. T. Chew

Department of Mechanical Engineering, National University of Singapore, 10 Kent Ridge Crescent, Singapore 119260.

Received 21 October 2005; Accepted (in revised version) 3 May 2006
Communicated by Sauro Succi
Available online 30 September 2006

Abstract. In this paper, the three-dimensional lattice kinetic scheme is presented to simulate incompressible viscous thermal flows. As compared with the standard LBM, the present scheme has the following good features. It can save the computer memory since there is no need to store the density distributions. Like the conventional NS solvers, the implementation of boundary conditions is straightforward since the dependent variables are the macroscopic flow parameters. The easy implementation of boundary conditions is a good property for solving three-dimensional flow problems. The present scheme is validated by simulating the three-dimensional natural convection in an air-filled cubical enclosure, which is heated differentially at two vertical side walls. The obtained numerical results compare very well with available data in the literature.
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1 Introduction

The lattice Boltzmann method (LBM) is an alternative numerical scheme for simulating viscous flows [1, 2]. It has been widely used in many kinds of complex flows such as the turbulent flow, multiphase flow and micro-flow [3]. It has the following good features: the linear convection operator in the phase space, the pressure calculated using an equation of state and the use of a minimal set of velocities in the phase space. Furthermore, it
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has the intrinsic feature of parallelism. The only variables for LBM are the density distributions. The mapping from the density distributions to the fluid variables is a straightforward summation. In contrast, the inverse mapping from the fluid variables to the density distributions is somewhat tricky to make, especially for the three-dimensional problem. However, on the boundaries, the macroscopic fluid variables, instead of the density distributions, are usually given as the boundary conditions. The inverse mapping has to be used on the boundaries. Different ways to make the inverse mapping form different methods to implement boundary conditions. The bounce-back rule for the boundary condition is the simplest way to impose on the solid wall. Particles that meet at a wall point are simply bounced back with a reverse direction. This rule leads to a non-slip boundary located at somewhere between the wall nodes and the adjacent fluid nodes [4]. It is found to be only the first order in the numerical accuracy at the boundaries [5, 6] and its serious shortcomings have been pointed out by Noble et al [7]. More sophisticated boundary conditions, which model the non-slip boundary exactly at the wall nodes, have been proposed by several authors [8, 9]. Among them, the consistent hydrodynamic boundary condition has been widely used in recent years. It calculates the unknown density distributions from the velocity boundary conditions and the density distributions of neighboring fluid nodes near the boundary. This requires that the unknown density distributions should not exceed the available number of equations for the density and momentum. For two dimensions, the number of available equations is three and it is four for three dimensions. However, for the general three-dimensional problems, the unknown density distributions usually exceed four, especially for the corner points. The supplementary rules have to be introduced. Chen et al. [10] proposed a new boundary condition using a second-order extrapolation scheme to obtain the unknown density distributions on the boundary. Bouzidi et al. [11] proposed a new scheme for wall boundary conditions. It uses the bounce-back rule and interpolation. Ginzburg and d’Humières [12] presented a general framework for several previously introduced boundary conditions, such as the bounce-back rule and the linear and quadratic interpolations, and designed boundary conditions for general flows which are third-order kinetic accurate. Starting from the well developed theory of boundary conditions for the continuous Boltzmann equation, Ansumali and Karlin [13] derived the boundary condition for the discrete set of velocities. Using this boundary condition, the Knudsen layer in the Kramers’ problem is reproduced correctly for small Knudsen numbers.

As an alternative approach, the two-dimensional lattice kinetic scheme was proposed by Inamuro [14]. Similar idea was also proposed by Martys [15]. It is based on the idea that if the dimensionless relaxation time in the LBM with BGK model is set to unity, the macroscopic variables can be calculated without using density distributions and the scheme becomes very similar to the kinetic approach. By merging the LBM with kinetic scheme, the implementation of boundary conditions is very easy and straightforward since on the boundaries, only the macroscopic variables are needed as for the conventional NS solvers. This feature is very distinguished as compared with the conventional LBM when the flow problems with complex geometry are solved. In addition, it can
save much memory as compared with the standard LBM, because there is no need to store the density distributions. The original lattice kinetic scheme is limited to the two-dimensional uniform grids. Its extension to the arbitrary mesh for the two-dimensional flow problems was made by Peng et al. [16] using the idea of Taylor series expansion-and least squares-based method.

In practical applications, three-dimensional flows are often encountered. When the flow problems with curved boundaries are solved, the boundaries cannot be well defined when the uniform grids are used. Even when the flows are confined in the regular domain, non-uniform grid is preferred at high Reynolds or Rayleigh numbers. In order to meet these requirements and exploit the good feature of the lattice kinetic scheme in the implementation of boundary conditions, its extension to three dimensions and its applications on arbitrary meshes are necessary for its development into a competitive method.

In this paper, we extended the lattice kinetic scheme to the three-dimensional case and then apply it to simulate incompressible viscous thermal flows on the arbitrary mesh using the idea of Taylor series expansion-and least squares-based method. To validate the new lattice kinetic scheme in three dimensions on the arbitrary mesh, a numerical study of the three-dimensional natural convection in an air-filled cubical enclosure, which is heated differentially at two vertical side walls, is carried out. The test problem has many engineering applications, such as cooling of electronic devices, energy storage systems and compartment fires. The present results compare very well with available data in the literature.

2 Methodology

At first, we will give a description on the three-dimensional lattice kinetic scheme on the uniform grid. Then, we will further extend its use on the arbitrary mesh.

2.1 Three-dimensional lattice kinetic scheme

We will take the particle velocity model of D3Q15 as an example to illustrate the three-dimensional lattice kinetic scheme. The configuration of D3Q15 is shown in Fig. 1, and its velocities are defined as:

\[
e_\alpha = \begin{cases} 
0 & \alpha = 0, \\
(\pm 1,0,0),(0,\pm 1,0),(0,0,\pm 1) & \alpha = 1-6, \\
(\pm 1,\pm 1,\pm 1) & \alpha = 7-14.
\end{cases}
\]  

(2.1)

The evolution equation for the density distribution \( f_\alpha (x,t) \) with the particle velocity \( e_\alpha \) can be written as

\[
f_\alpha (x,t+\delta t) = f_\alpha (x-e_\alpha \delta t,t) - \frac{f_\alpha (x-e_\alpha \delta t,t) - f_\alpha^{eq}(x-e_\alpha \delta t,t)}{\tau}, \quad \alpha = 0,1,\ldots,N,
\]  

(2.2)
where $\tau$ is the single relaxation time; $f_{eq}^{\alpha}$ is the corresponding density equilibrium distribution function; $\delta t$ is the time step and $N$ is the number of discrete particle velocities. On the uniform grid, $\delta t$ is chosen so that the particles travel one-lattice spacing during this time. When D3Q15 is used, the equilibrium distribution function can be chosen as

$$f_{eq}^{\alpha} = w_{\alpha} \rho \left[ 1 + 3 e_{\alpha} \cdot V + \frac{9 (e_{\alpha} \cdot V)^2}{2} - \frac{3 V^2}{2} \right], \quad (2.3)$$

where $w_0 = 2/9$, $w_{\alpha} = 1/9$ for $\alpha = 1-6$ and $w_{\alpha} = 1/72$ for $\alpha = 7-14$. The macroscopic density $\rho$ and fluid velocity $V$ are calculated in terms of the density distributions as

$$\rho = \sum_{\alpha=0}^{14} f_{\alpha}, \quad V = \frac{1}{\rho} \sum_{\alpha=0}^{14} f_{\alpha} e_{\alpha}. \quad (2.4)$$

The pressure $p$ is computed from the equation of state by

$$p = \frac{\rho}{3} \quad (2.5)$$

and the kinematic viscosity $\nu$ is given by

$$\nu = \frac{1}{3} \left( \frac{\tau}{2} - 1 \right) \delta t. \quad (2.6)$$
When the dimensionless relaxation time $\tau$ in equation (2.2) is set to unity, we can obtain

$$f_\alpha(x,t+\delta t) = f_\alpha^\text{eq}(x-e_\alpha \delta t,t).$$

(2.7)

Then using equation (2.3), we can get

$$\rho(x,t+\delta t) = \sum_{\alpha=0}^{14} f_\alpha^\text{eq}(x-e_\alpha \delta t,t),$$

$$\rho(x,t+\delta t) V(x,t+\delta t) = \sum_{\alpha=0}^{14} f_\alpha^\text{eq}(x-e_\alpha \delta t,t) e_\alpha.$$  

(2.8)

By using equations (2.3) and (2.8), one can calculate the density and fluid velocity without using the density distributions. The pressure is obtained with equation (2.5) and the kinematic viscosity is given by

$$v = \frac{1}{\delta t}. \quad (2.9)$$

This yields a very small time step at high Reynolds numbers. In order to remove this shortcoming, we modify $f_\alpha^\text{eq}$ to the following form [17]

$$f_\alpha^\text{eq} = w_\alpha \rho \left[ 1 + 3 e_\alpha \cdot V + \frac{9}{2} \frac{(e_\alpha \cdot V)^2}{2} - 3 V^2 + A \delta t \left( \frac{\partial u_\delta}{\partial x_\gamma} + \frac{\partial u_\gamma}{\partial x_\delta} \right) e_\alpha e_\alpha \right]. \quad (2.10)$$

There are other kinetic models proposed in [18–24]. By use of the Chapman-Enskog expansion or Grad’s moment method, BGK-models with proper Prandtl number or being consistent with equilibrium thermodynamics can be derived.

In the same way, the lattice kinetic scheme for the temperature $T$ is

$$T(x,t+\delta t) = \sum_{\alpha=0}^{14} g_\alpha^\text{eq}(x-e_\alpha \delta t,t)$$

(2.11)

with

$$g_\alpha^\text{eq} = w_\alpha T [1 + 3 e_\alpha \cdot V] + w_\alpha B \delta t (e_\alpha \cdot \nabla T).$$

(2.12)

By doing the Chapman-Enskog expansion, the following NS equation system can be obtained:

$$\nabla \cdot V = 0 \quad (2.13)$$

$$\frac{\partial V}{\partial t} + (V \cdot \nabla) V = -\nabla p + \nu \nabla^2 V \quad (2.14)$$

$$\frac{\partial T}{\partial t} + (V \cdot \nabla) T = \chi \nabla^2 T, \quad (2.15)$$

with the kinematic viscosity

$$v = \left( \frac{1}{6} - \frac{2}{9} A \right) \delta t, \quad (2.16)$$
and the thermal diffusivity
\[ \chi = \left( \frac{1}{6} - \frac{1}{3} B \right) \delta t. \] (2.17)

Note that in equations (2.10) and (2.12), the equilibrium distribution functions \( f^\text{eq} \) and \( g^\text{eq} \) can be calculated by using the particle velocities and macroscopic variables. Therefore, by using equations (2.8) and (2.11), one can calculate the macroscopic variables without using the density distributions. This can save a lot of memory space for the three-dimensional flows.

### 2.2 Three-dimensional lattice kinetic scheme on arbitrary mesh

In order to extend the use of three-dimensional lattice kinetic scheme on the arbitrary mesh, the idea of the Taylor series expansion and least squares optimization is introduced in the lattice kinetic scheme. The details of these techniques can be found in [25]. These techniques and their use in the standard LBM can be applied in the lattice kinetic scheme. It has been successfully tested on the two dimensional case [16]. In this paper, we will apply these techniques to the three dimensional case.

Suppose that the calculation point is at the grid point \( P(x, y, z, t) \). As seen from equation (2.8), for the original lattice kinetic scheme, the macroscopic density and velocity can be calculated as the function of \( f^\text{eq}_\alpha(x - e_{ax}\delta t, y - e_{ay}\delta t, z - e_{az}\delta t, t) \). For a uniform lattice, \( \delta x = e_{ax}\delta t, \delta y = e_{ay}\delta t, \delta z = e_{az}\delta t \). So, \( (x - e_{ax}\delta t, y - e_{ay}\delta t, z - e_{az}\delta t) \) is at the grid point and the values of \( f^\text{eq}_\alpha(x - e_{a}\delta t, t) \) can be easily determined from equation (2.10). In other words, equation (2.8) can be used to update the density and velocity exactly at the grid points. However, for a non-uniform grid, \( (x - e_{ax}\delta t, y - e_{ay}\delta t, z - e_{az}\delta t) \) is usually not at the grid point \( (x - \delta x, y - \delta y, z - \delta z) \). So the values of \( f^\text{eq}_\alpha(x - e_{a}\delta t, t) \) cannot be obtained from equation (2.10) directly since only the macroscopic properties such as the density and flow velocity at every mesh point are known. As a result, the density and velocity at the new time level cannot be obtained using equation (2.8). In order to get the values of \( f^\text{eq}_\alpha(x - e_{a}\delta t, t) \), the Taylor series expansion in the spatial direction is applied.

Let point \( P \) represent the calculation point \( (x_P, y_P, z_P, t) \), points \( Q_0 - Q_{14} \) represent the position \( (x - e_{ax}\delta t, y - e_{ay}\delta t, z - e_{az}\delta t, t) \) and points \( P_1 - P_{14} \) represent the position \( (x_{P_i}, y_{P_i}, z_{P_i}, t) \) with \( x_{P_1} = x_P - \delta x, y_{P_1} = y_P - \delta y, z_{P_1} = z_P - \delta z \). So, \( \rho(x, t + \delta t) = \sum_{\alpha=0}^{14} f^\text{eq}_\alpha(x_\alpha, t) \)

\[ \rho(x, t + \delta t) \mathbf{V}(x, t + \delta t) = \sum_{\alpha=0}^{14} f^\text{eq}_\alpha(x_\alpha, t) e_\alpha, \] (2.18)

where \( x_0 = x_P, x_\alpha = x_{Q_\alpha}, \alpha = 1-14 \).

For the general case, \( Q_1 - Q_{14} \) may not coincide with the mesh points \( P_1 - P_{14} \). We will take the point \( Q_1 \) as an example. \( Q_1 \) may not coincide with the mesh point \( P_1 \). Since
where $f_{eq}^a(P_1,t)$ is known, we can build the connection between $f_{eq}^a(Q_1,t)$ and $f_{eq}^a(P_1,t)$ by using the Taylor series expansion to the second order derivative terms. That is

$$f_{eq}^a(P_1,t) = f_{eq}^a(Q_1,t) + \Delta x_{P_1} \frac{\partial f_{eq}^a(Q_1,t)}{\partial x} + \Delta y_{P_1} \frac{\partial f_{eq}^a(Q_1,t)}{\partial y} + \Delta z_{P_1} \frac{\partial f_{eq}^a(Q_1,t)}{\partial z}$$

$$+ \frac{1}{2} (\Delta x_{P_1})^2 \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial x^2} + \frac{1}{2} (\Delta y_{P_1})^2 \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial y^2} + \frac{1}{2} (\Delta z_{P_1})^2 \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial z^2}$$

$$+ (\Delta x_{P_1} \Delta y_{P_1}) \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial x \partial y} + (\Delta x_{P_1} \Delta z_{P_1}) \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial x \partial z}$$

$$+ (\Delta y_{P_1} \Delta z_{P_1}) \frac{\partial^2 f_{eq}^a(Q_1,t)}{\partial y \partial z} + \mathcal{O}[(\Delta x_{P_1})^3, (\Delta y_{P_1})^3, (\Delta z_{P_1})^3],$$

where $\Delta x_{P_1} = x_{P_1} - (x_p - e_{ax} \delta t)$, $\Delta y_{P_1} = y_{P_1} - (y_p - e_{ay} \delta t)$, $\Delta z_{P_1} = z_{P_1} - (z_p - e_{az} \delta t)$. For the three-dimensional case, this expansion involves 10 unknowns, that is, one equilibrium distribution function at the point $Q_1$, three first order derivatives, and six second-order derivatives at the same point. To solve for these unknowns, 10 equations are needed to close the system. This can be done by building the connections with other mesh points, which is made by applying the second-order Taylor series expansion at the other 9 points: $P_0, P_2 - P_9$. The following equation system can be obtained:

$$f_k' = \{s_k\}^T \{W\} = \sum_{j=0}^{9} s_{kj} f_j', \quad k = P_0 - P_9,$$

where

$$f_k' = f_{eq}^a(x_k,y_k,z_k,t),$$

$$\{s_k\}^T = \left\{1, \Delta x_k, \Delta y_k, \Delta z_k, (\Delta x_k)^2/2, (\Delta y_k)^2/2, (\Delta z_k)^2/2, \Delta x_k \Delta y_k, \Delta x_k \Delta z_k, \Delta y_k \Delta z_k \right\},$$

$$\{W\} = \left\{f_{eq}^a, \frac{\partial f_{eq}^a}{\partial x}, \frac{\partial f_{eq}^a}{\partial y}, \frac{\partial f_{eq}^a}{\partial z}, \frac{\partial^2 f_{eq}^a}{\partial x^2}, \frac{\partial^2 f_{eq}^a}{\partial y^2}, \frac{\partial^2 f_{eq}^a}{\partial z^2}, \frac{\partial^2 f_{eq}^a}{\partial x \partial y}, \frac{\partial^2 f_{eq}^a}{\partial x \partial z}, \frac{\partial^2 f_{eq}^a}{\partial y \partial z} \right\}^T.$$
From equation (2.22), we can have

\[ f_{\alpha}^{eq}(Q_1, t) = W_1 = \sum_{k=0}^{M-1} a_{1,k} f_k' \]  

(2.23)

where \( a_{1,k} \) are the elements of the first row of the matrix \([A]\), which is determined by the coordinates of the mesh points, the particle velocity and time step size, and will not be changed in the calculation procedure, \( M \) is the number of the points used and should be greater than 10. In the present study, a structured grid is used, and \( M \) is taken as 15. This means that for a reference mesh point \( P \), we need to select its fourteen neighboring points to compute the coefficients in equation (2.23). The above procedure shows the calculation of \( f_{\alpha}^{eq}(Q_1, t) \) and the same procedure can be applied to calculate the equilibrium distribution function at other points such as \( Q_0, Q_2 - Q_{14} \). Then the density and velocity can be obtained by

\[ \rho(x, t + \delta t) = \sum_{Q_0-Q_{14}} \sum_{k=0}^{M-1} a_{1,k} f_k' \]  

\[ \rho(x, t + \delta t) V(x, t + \delta t) = \sum_{Q_0-Q_{14}} \sum_{k=0}^{M-1} a_{1,k} f_k' e_\alpha. \]  

(2.24)

We can calculate the coefficients in equation (2.24) once and store them in advance, so little computational effort is introduced as compared with the original lattice kinetic scheme. On the other hand, equation (2.24) is nothing to do with the mesh structure. It only needs the information on coordinates of the mesh points. Thus, we can say that equation (2.24) can be consistently used to any kind of mesh structure. On the other hand, we have to indicate that, as compared to the original lattice kinetic scheme, the present method requires much more memory to store the coefficients \( a_{1,k} \). This is the price paid for its application to the arbitrary mesh.

The same procedure can be applied to the calculation of \( g_{\alpha}^{eq}(x - e_\alpha \delta t, t) \) so that the temperature can be obtained. If we use the same particle velocity model and neighboring points, the geometry matrix for \( g_{\alpha}^{eq}(x - e_\alpha \delta t, t) \) is the same as for \( f_{\alpha}^{eq}(x - e_\alpha \delta t, t) \), which can save the computational time and memory space. The temperature can be obtained by

\[ T(x, t + \delta t) = \sum_{Q_0-Q_{14}} \sum_{k=0}^{M-1} a_{1,k} g_k' \]  

(2.25)

where \( g_k' = g_{\alpha}^{eq}(x_k, y_k, t) \).

The equation systems (2.10), (2.16), (2.24) for the density, velocity and (2.12), (2.17), (2.25) for the temperature form our new three-dimensional lattice kinetic scheme on the arbitrary mesh.

As seen from equations (2.10) and (2.12), there exist velocity and temperature gradients, which are needed to be calculated by the finite-difference technique.
3 Implementation of boundary conditions

On the boundaries, usually the macroscopic variables and their first order derivatives are specified. These conditions can be implemented directly for the lattice kinetic scheme in the same way as for the conventional computational fluid dynamics (CFD) solvers. This is one of the attractive advantages of the lattice kinetic scheme over the standard LBM as pointed out in the introduction. In order to illustrate this, we will take the left vertical wall of a cubic enclosure as an example. Suppose that $HJNL$ as shown in Fig. 2 is the left vertical wall for the flow configuration. For the conventional LBM, at the boundary line $HJ$, the density distributions at the directions 1, 5, 7, 9, 10, 11, 13 and 14 are unknowns. The number of the unknown density distributions exceeds 4, so the consistent hydrodynamic boundary condition cannot be directly used. Usually, the bounce-back rule of the non-equilibrium distribution proposed by Zou and He [27] can be used. So the density distributions at the directions 1, 5, 7 and 11 can be determined from the boundary condition. However, the two density distributions at the directions 9, 10, 13 and 14 are still not determined. Assumptions have to be introduced. When Neumann boundary conditions are encountered, things become more complicated. However, for the lattice kinetic scheme, on the boundaries, the given macroscopic variables and their first order derivatives can be implemented directly. There is no need to make any assumption or introduce any supplementary condition.
4 Numerical simulation

In order to validate the application of the lattice kinetic scheme in the three dimensional case, the computations for a sample problem are carried out. The problem considered is a natural convection in a three-dimensional cubical cavity with two vertical side walls maintained at different temperatures. The temperature difference between the walls introduces a temperature gradient in a fluid, and the consequent density difference induces the fluid motion, that is, convection. The remaining walls are adiabatic. The definition of this problem and boundary conditions are displayed in Fig. 2.

4.1 Buoyancy force and dimensionless parameters

The Boussinesq approximation is applied to the buoyancy force term. This means that the properties $\beta$ and $\nu$ are considered as constants, the density $\rho$ is constant, and the buoyancy term is assumed to depend linearly on the temperature,

$$\rho G = \rho \beta g_0 (T - T_m) k,$$

where $\beta$ is the thermal expansion coefficient; $g_0$ is the acceleration due to gravity; $T_m = (T_H + T_L)/2$ is the average temperature, in which $T_L$ and $T_H$ are low and high temperatures on the side walls, respectively; $k$ is the vertical direction opposite to that of the gravity. Correspondingly, the external force term $3\nu g \beta (T - T_m) e_{az} \delta t$ is added to the density equilibrium distribution function (2.10).

The dimensionless parameters for this natural convection problem are Prandtl number $Pr$ and Rayleigh number $Ra$ defined by

$$Pr = \nu / \chi,$$

$$Ra = \frac{\beta \Delta T g_0 L^3}{\nu \chi},$$

where $\Delta T = T_H - T_L$ and $L$ is the height of the cubic cavity.

In equation (4.3), $\sqrt{\beta g_0 \Delta T L}$ is the characteristic velocity. To ensure the code working properly in the near-incompressible regime, the value of $\sqrt{\beta g_0 \Delta T L}$ should be carefully chosen. It is chosen to be 0.1 at low Rayleigh numbers and 0.15 at high Rayleigh numbers. This means that the Mach number is 0.1 at low Rayleigh numbers and 0.15 at high Rayleigh numbers.

Once the two dimensionless parameters $Pr$ and $Ra$ are given, the kinematic viscosity and thermal diffusivity are determined by solving equations (4.2) and (4.3). Then the two parameters $A$ and $B$ in equations (2.10) and (2.12) can be determined through the relationships expressed by equations (2.16) and (2.17).

The Nusselt number $Nu$ is one of the most important dimensionless parameters in describing the convective heat transport. The Nusselt numbers at the isothermal walls...
are defined as

\[ \text{Nu}_{\text{mean}}(y) = \int_0^1 \frac{\partial T(y,z)}{\partial x} \bigg|_{x=0 \text{ or } x=1} \, dz \]  

(4.4)

\[ \text{Nu}_{\text{overall}} = \int_0^1 \text{Nu}_{\text{mean}}(y) \, dy. \]  

(4.5)

### 4.2 Grid and convergence criterion

In the present simulation, a non-uniform grid is used. The grid size used is 101×101×101. The non-uniform grid is formed by stretching the mesh points near the walls, which is shown in Fig. 3. The time step is the minimum grid distance. The convergence criterion for all the cases is set to

\[
\max_{i,j,k} \left| \sqrt{(u^2+v^2+w^2)^{n+1}} - \sqrt{(u^2+v^2+w^2)^n} \right| \leq 10^{-7}, \\
\max_{i,j,k} \left| T^{n+1} - T^n \right| \leq 10^{-7}, 
\]  

(4.6)

where \( n \) and \( n+1 \) represent the old and new time levels, respectively.

### 4.3 Validation of the numerical results and analysis of flow and thermal fields

Numerical simulations of the natural convection in a cubic cavity at Rayleigh numbers of \( 10^3 \) to \( 10^5 \) are carried out. Table 1 shows the representative quantities of the flow field and the heat transfer rates in the symmetry plane \( (y = 0.5) \). The overall Nusselt number on the isothermal wall of \( x = 0 \) for each Rayleigh number is also shown in this table. The numerical results of an N-S solver using a high-resolution finite difference method [28] are included for comparison.
Table 1: Comparison of the representative field parameters between the present lattice kinetic scheme and a Navier-Stokes solver [28].

<table>
<thead>
<tr>
<th>Method</th>
<th>Present</th>
<th>NS solver</th>
<th>Present</th>
<th>NS solver</th>
<th>Present</th>
<th>NS solver</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\text{max}}$</td>
<td>0.132</td>
<td>0.1314</td>
<td>0.207</td>
<td>0.2013</td>
<td>0.147</td>
<td>0.1468</td>
</tr>
<tr>
<td>$z$</td>
<td>0.180</td>
<td>0.2000</td>
<td>0.170</td>
<td>0.1833</td>
<td>0.150</td>
<td>0.1453</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>0.133</td>
<td>0.1320</td>
<td>0.219</td>
<td>0.2252</td>
<td>0.250</td>
<td>0.2471</td>
</tr>
<tr>
<td>$x$</td>
<td>0.820</td>
<td>0.8333</td>
<td>0.880</td>
<td>0.8833</td>
<td>0.930</td>
<td>0.9353</td>
</tr>
<tr>
<td>$Nu_{\text{max}}$</td>
<td>1.420</td>
<td>1.420</td>
<td>3.630</td>
<td>3.652</td>
<td>7.89</td>
<td>7.795</td>
</tr>
<tr>
<td>$z$</td>
<td>0.090</td>
<td>0.08333</td>
<td>0.162</td>
<td>0.1623</td>
<td>0.09</td>
<td>0.08256</td>
</tr>
<tr>
<td>$Nu_{\text{min}}$</td>
<td>0.750</td>
<td>0.7639</td>
<td>0.600</td>
<td>0.6110</td>
<td>0.80</td>
<td>0.7867</td>
</tr>
<tr>
<td>$z$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$Nu_{\text{mean}}$</td>
<td>1.098</td>
<td>1.105</td>
<td>2.297</td>
<td>2.302</td>
<td>4.659</td>
<td>4.646</td>
</tr>
<tr>
<td>$Nu_{\text{over}}$</td>
<td>1.076</td>
<td>1.085</td>
<td>2.088</td>
<td>2.100</td>
<td>4.378</td>
<td>4.361</td>
</tr>
</tbody>
</table>

In the symmetry plane of $y = 0.5$, the representative quantities of the flow field include: the maximum horizontal velocity $u_{\text{max}}$ on the vertical mid-line in this plane and its location $z$, the maximum vertical velocity $v_{\text{max}}$ on the horizontal mid-line and its location $x$. The representative quantities of the heat transfer rates in this symmetry plane contain the following Nusselt numbers defined at the vertical boundary $x = 0$. They are: the maximum value of the local Nusselt number $Nu_{\text{max}}$ and its location $z$, the minimum value of the local Nusselt number $Nu_{\text{min}}$ and its location $z$, and the average Nusselt number $Nu_{\text{mean}}$. The grid size of $32 \times 32 \times 32$ is used for $Ra = 10^3$, $64 \times 64 \times 64$ for $Ra = 10^4$ and $Ra = 10^5$ by the NS solver. From the table, we can see that the numerical results using the present three-dimensional lattice kinetic scheme agree very well with the benchmark data. There are little differences between some representative quantities. This shows that the three-dimensional lattice kinetic scheme has the capability for the real thermal applications.

The streamlines and isotherms in the symmetry plane of $y = 0.5$ for $Ra = 10^3$ to $Ra = 10^5$ are shown in Figs. 4 to 6. They compare well with the contours obtained by Sivaloganathan using the pseudospectral method [29]. They are qualitatively similar to those in the two-dimensional thermal cavity. However, the three dimensional effect is notable and it can be represented in the overall Nusselt number at the isothermal walls, which is to be described in the following section.

4.4 The overall Nusselt number at the isothermal walls

The non-dimensional heat transfer rate on the isothermal walls is a very important parameter in the engineering application. From Table 1, we can see that for $Ra = 10^3$, the overall Nusselt number at the heated wall is 1.076, while for the two-dimensional square cavity, the average Nusselt number on the heated wall is 1.117. The three-dimensional
Figure 4: Streamlines and isotherms for $Ra = 10^3$ in a cubical cavity ($y = 0.5$).

Figure 5: Streamlines and isotherms for $Ra = 10^4$ in a cubical cavity ($y = 0.5$).

Figure 6: Streamlines and isotherms for $Ra = 10^5$ in a cubical cavity ($y = 0.5$).
result of the overall Nusselt number is smaller than that in two dimensions, which shows the effect of the side walls. This observation agrees well with the results shown in Fig. 7. Fig. 7 represents the profile of the mean Nusselt number along the $y$-direction on the heated wall of $x = 0$ for $Ra = 10^3$. The mean Nusselt number increases as the symmetry plane is approached, and its peak value occurs at the symmetry plane located at $y = 0.5$. The peak value at the symmetry plane is still smaller than the two-dimensional average Nusselt number. So the overall Nusselt number should be smaller than the two-dimensional result. The same trend is applied to $Ra = 10^4$ and $Ra = 10^5$.

5 Conclusions

The lattice kinetic scheme is successfully extended and applied to the three-dimensional incompressible viscous thermal flows on the arbitrary mesh. The present scheme uses the macroscopic flow parameters such as density, velocity and temperature as dependent variables. The numerical results of the three-dimensional natural convection in an air-filled cubical enclosure obtained by present scheme agree well with the available benchmark data. It shows that the proposed scheme is very suitable for the practical applications.
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