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Abstract. Conservative numerical methods are often used for simulations of fluid
flows involving shocks and other jumps with the understanding that conservation
guarantees reasonable treatment near discontinuities. This is true in that convergent
conservative approximations converge to weak solutions and thus have the correct
shock locations. However, correct shock location results from any discretization whose
violation of conservation approaches zero as the mesh is refined. Here we investigate
the case of the Euler equations for a single gas using the Jones-Wilkins-Lee (JWL) equa-
tion of state. We show that a quasi-conservative method can lead to physically realistic
solutions which are devoid of spurious pressure oscillations. Furthermore, we demon-
strate that under certain conditions, a quasi-conservative method can exhibit higher
rates of convergence near shocks than a strictly conservative counterpart of the same
formal order.
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1 Introduction

The use of conservative schemes for simulations of solutions to hyperbolic conservation
laws in the presence of discontinuities is ubiquitous. The reasons draw largely from
the fact that convergent conservative schemes are known to converge to weak solutions
in the presence of shocks by the Lax-Wendroff theorem [1]. On the other hand, non-
conservative schemes can converge to non-weak solutions which violate the integral con-
servation equations [2]. However, weak solutions which violate physical properties, such
as positivity of density or entropy satisfaction, are equally as troublesome as non-weak
solutions and there is very little theory guaranteeing convergence for nonlinear systems
to the appropriate ”vanishing viscosity” solution (one notable exception is the random
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choice method of Glimm [3]). It is interesting then that so much emphasis has been placed
on exact conservation rather than rapid convergence to the relevant vanishing viscosity
solution.

One prototypical physical system described by hyperbolic conservation laws is that of
gas dynamics. Here the governing system is the Euler equations and for cases where the
equation of state is sufficiently nonlinear, issues relating to exact conservation rise very
much to the surface. The classical realization of these problems is unphysical oscillations,
particularly in the pressure, arising near material interfaces in multi-material flows [4–
10]. Somewhat less appreciated is the fact that the same type of behavior can be exhibited
for single component flows with complicated equations of state [11].

The multi-component case has been studied extensively and many non-conservative
or quasi-conservative schemes have been proposed and used to great effect in that con-
text. Nonlinearities in the equation of state result when sharp material interfaces are
smeared through the use of a capturing scheme. To remedy this, the paper by Quirk and
Karni [5] for instance, relies on a non-conservative primitive formulation and adds source
terms which restore conservation where possible. Other choices that have been made
include the use of a hybrid approach that relies on the conservative update whenever
possible but uses the primitive update near interfaces [4], conservative approximations
which add source terms to break conservation as required near material interfaces [9,10],
and special advection rules for particular components of the equation of state [6, 7]. All
of these approaches seek to realize physically realistic treatment of the material interface
through the use of non-conservative schemes and rely on the fact that the poor behavior
exhibited by capturing schemes is limited to a small region about the material interface.

In [11] the authors show that poor behavior is not limited to material interfaces and
problems can occur for single component flows with sufficiently nonlinear equations of
state. In that paper, the authors present a new numerical method to treat such flows.
Their scheme relies on a specific class of Riemann solver, a specific equation of state, and
in the end introduces special advection rules for the adiabatic exponent which amounts to
a modification of the equation of state. Their approach does seems to have some efficacy
when it is applicable, but alterations of the equation of state can lead to inconsistent
numerical schemes and great care must be used. Without assurances that the numerical
system is consistent with the original PDE as well as convergent, this scheme also faces
obstacles in terms of application of the Lax-Wendroff theorem.

The state of matters then seems to be that the classical, that is to say consistent and
conservative, schemes may produce physically unrealistic results; especially near con-
tacts. As a result, even though some theoretical benefit is achieved through the use
of fully conservative schemes, they can produce approximations which are not useful
and so modifications to these schemes are developed. On one hand there is the class of
schemes which modify the governing equations and thus risk inconsistency [11]. On the
other hand there is the class of schemes which modify conservation with the obvious as-
sociated risks [4–10]. It is not at all clear that these approaches are entirely different and
it may be the case that the actual numerical approximations are quite similar.
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In the current paper we will demonstrate the poor behavior of one particular classical
conservative scheme when applied to a simple Riemann problem with a single Jones-
Wilkins-Lee (JWL) gas. The choice of the JWL equation of state is motivated by high
explosives applications, but many other real gas equations of state would exhibit similar
behavior. For this problem, the global convergence character of the solution is demon-
strated to be dominated by the convergence character near the contact and somewhat
surprisingly the shock is seen to be incorrectly located by an increasing number of grid
cells as the grid spacing is reduced. To contrast this, the quasi-conservative scheme of [9]
is modified so that the non-conservative source term is active whenever the acoustic char-
acteristic field is not dominant. This type of switching mechanism yields the property
that as the grid is refined, the error in energy conservation approaches zero. As a result,
the approximations approach a conservative solution and, because the method is consis-
tent, the Lax-Wendroff theorem is applicable. We call such schemes quasi-conservative
schemes. The primary benefits of this new scheme are its applicability to any equation of
state, any Riemann solver, and higher dimensions without the use of dimensional split-
ting. Interestingly, the new scheme is shown to produce more rapid convergence near the
shock of the example Riemann problem than a fully conservative counterpart. High con-
vergence rates may be important in many applications. For instance in a reacting flow,
stiff source terms can require highly accurate flow fields in order to faithfully reproduce
the dynamics of the physical system.

The remainder of this paper is organized as follows. Section 2 presents the governing
equations including the JWL equation of state which we use. A solution strategy for the
Riemann problem with general convex equations of state is presented in Section 3. The
numerical methods used in the paper are developed in Section 4. Numerical results for
the application of these schemes to a Riemann problem are presented in Section 5. A
more practical example of the associated issues is presented in Section 6 and concluding
remarks are made in Section 7.

2 Governing equations

The governing equations under consideration in this paper are the one-dimensional Eu-
ler equations for a single component. These equations can be viewed as the system of
conservation laws

∂
∂t

u+
∂
∂x

f(u)=0, (2.1)

where

u=





ρ
ρu
ρE



, f(u)=





ρu
ρu2+p

u(ρE+p)



.
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Table 1: Values for the parameter associated with the EOS (2.2).

parameter A B R1 R2 ω v0
value 692.5067 −0.044776 11.3 1.13 0.8938 0.5

The variables have the usual meanings with ρ being the density, u the velocity, E the total
energy per unit mass, and p the pressure. Here the total energy for the fluid is given by

E= e+
1
2

u2,

where e = e(ρ,p) is the specific internal energy which is specified through an equation
of state (EOS). The equations are assumed to have been rendered dimensionless using
suitable scalings of the variables. For this work, emphasis is place on non-ideal equations
of state and a Jones-Wilkins-Lee (JWL) EOS is chosen. This EOS is given by

e(ρ,p)=
pv

ω
−F(v)+F(v0), (2.2)

where v=1/ρ and p are the specific volume and pressure respectively, and v0 is a refer-
ence specific volume. Such an EOS is often encountered when modeling high explosives.
The use of this specific EOS is not critical and is just one example where the associated
problems might arise. This choice was made to make the discussion concrete, but other
forms such as Mie-Grüneisen, Van der Waals, or others could have been considered. In
the JWL forms, ω is the Grüneisen coefficient, and F(v), the stiffening function, is given
by

F(v)= A
( v

ω
−

1
R1

)

exp(−R1v)+B
( v

ω
−

1
R2

)

exp(−R2v), (2.3)

where A, B, R1 and R2 are constants for a given material [12]. Eq. (2.2) represents the
mechanical EOS but the full JWL model involves a thermal equation of state as well. Both
the mechanical and thermal equations might be considered when modeling mixtures
of multiple materials for example, but for this single gas case the mechanical EOS is
sufficient. Notice that the JWL form in (2.2) and (2.3) includes as a special case the ideal
gas EOS when F(v)=0. For the simulations presented in this paper, the particular choice
for the EOS parameters is shown in Table 1 which corresponds roughly to the solid used
for some condensed-phase explosive models [12].

3 Exact solution of Riemann problem with convex EOS

One particularly important solution to (2.1) is the solution of the Riemann problem. The
exact solution to the Riemann problem for convex EOS has been investigated for example
in [13–15] but it is useful to give a brief outline of a complete numerical strategy. Given
left and right primitive states

wL =[ρL,uL,pL]
T , wR =[ρR,uR,pR]T,
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Figure 1: Typical structure of the Riemann problem in x-t space. Here the left and right acoustic waves are
labeled with c− and c+ respectively and the contact path with u. In this configuration, the solution consists of
a left rarefaction and a right shock. The ∗-state lies between the acoustic waves with the pressure and velocity
remaining constant across the contact.

respectively, the solution consists of left and right acoustic waves and a center contact.
Each acoustic wave can be either a shock or rarefaction and thus there are four possible
configurations. One such configuration is shown schematically in Fig. 1. As in many pre-
vious works, the ”star” superscript is used to denote the region between the two acoustic
waves.

The solution strategy used here, which is similar to that discussed in [14] and [15],
involves the solution of a nonlinear equation for the center pressure p∗. To ensure robust-
ness of the solver, this is realized numerically as a bisection iteration. At each iteration,
the approximation of p∗ determines the wave structure from the four possibilities. For
instance, if p∗>pL then the c− wave is a shock. If p∗≤pL then the c− wave is a rarefaction.
Similar reasoning determines the character of the c+ wave. Once the solution structure
is determined, a provisional solution is computed through each acoustic wave. This pro-
visional solution satisfies the appropriate Riemann invariants through the left and right
acoustic waves and has constant pressure p∗ through the contact. However, the velocities
on either side of the contact may not agree as they must in the final solution. If the calcu-
lated values of u∗ on the left and right of the contact match (perhaps to a tolerance), then
the iteration is halted. Otherwise a new approximation for p∗ is chosen and the iteration
continues.

3.1 Solution through a shock

Determination of the solution across a shock is straight forward. The Rankine-Hugoniot
jump conditions are given for example in [16] as

ρ1(D−u1)=ρ0(D−u0), (3.1a)

ρ1(D−u1)
2+p1 =ρ0(D−u0)

2+p0, (3.1b)

h1+
1
2
(D−u1)

2 =h0+
1
2
(D−u0)

2, (3.1c)



1000 J. W. Banks / Commun. Comput. Phys., 8 (2010), pp. 995-1015

where [ρ0,u0,h0] is the state ahead of the shock, [ρ1,u1,h1] is the state behind the shock,
h= e(ρ,p)+p/ρ is the enthalpy, and D is the shock speed. Enforcing that p1 = p∗ gives

e(ρ1,p∗)+
p∗

ρ1
+

ρ0(p∗−p0)

2ρ1(ρ1−ρ0)
= e(ρ0,p0)+

p0

ρ0
+

ρ1(p∗−p0)

2ρ0(ρ1−ρ0)
. (3.2)

Eq. (3.2) is solved for ρ1 using a Newton iteration and the remainder of the solution
follows trivially. Included in this solution is the shock speed D.

3.2 Solution through a rarefaction

Numerical approximation through a rarefaction wave is somewhat more involved but
conceptually straightforward. Rarefactions are isentropic, implying that the sound speed
a depends only on the density. Determination of the sound speed a will be discussed in
Section 3.3. This implies

a2 =
∂p

∂ρ
,

and so
∫

[

a
(

ρ,p(ρ)
)]2dρ=

∫

dp. (3.3)

Starting from the state [ρ0,u0,p0]T, the solution is determined in a Runge-Kutta like strat-
egy [17]

pk+1≈ pk−
∆ρ
6

[

(

a(ρk, p̂1)
)2

+2
(

a(ρk+1/2, p̂2)
)2

+2
(

a(ρk+1/2, p̂3)
)2

+
(

a(ρk+1, p̂4)
)2

]

,

where

p̂1 = pk, p̂2 = pk−
∆ρ
2

(

a(ρk+1/2, p̂1)
)2,

p̂3 = pk−
∆ρ
2

(

a(ρk+1/2, p̂2)
)2, p̂4 = pk−

∆ρ
2

(

a(ρk+1, p̂3)
)2,

and
ρk+1/2 =

ρk+ρk+1

2
,

for values of k=0,1,··· ,N. A secant method is used to determines the value of ∆ρ, so that
|pN−p∗|<1×10−12 using a fixed N taken to be N =10000.

The velocity at ρk+1 is found using Riemann invariants (see [16]) which determine

uk+1 =u0+
∫ ρk+1

ρ0

a
(

ρ,p(ρ)
)

ρ
dρ,

approximating this integral as before gives

uk+1≈uk−
∆ρ
6

( a(ρk, p̂1)

ρk
+2

a(ρk+1/2, p̂2)

ρk+1/2
+2

a(ρk+1/2, p̂3)

ρk+1/2
+

a(ρk+1, p̂4)

ρk+1

)

.
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To complete the rarefaction solution, the value for the similarity variable ξk = xk/t, t > 0
is determined by appealing to the second Riemann invariant and thus

ξk ≈uk+a(ρk,pk),

for all k.

3.3 Determination of the sound speed

Sections 3.1 and 3.2 give methods to determine the solution through the two acoustic
waves. The full solution for any convex EOS can then be determined through iteration
on p∗ until the velocities on either side of the contact are in agreement. The sound speed
a=a(ρ,p) can be found by the basic methodology presented in [9,18]. For instance, given
the EOS e= e(ρ,p), the square of the sound speed is

a2 =

p
ρ2 −

∂
∂ρ e(ρ,p)

∂
∂p e(ρ,p)

. (3.4)

Eq. (3.4) can be found through an analysis of the eigen-structure of the flux Jacobian
matrix from (2.1).

4 Numerical methods

Although the exact solution to the Riemann problem can be found as in Section 3, it is
of little practical use for more complex flows. Such a solution may be used as part of
a numerical scheme which treats such flows, but more likely an approximate Riemann
solver will be employed because the exact solver is computationally expensive. For this
paper, the exact solver is used to obtain the exact solution of Riemann problems which
are then used in the comparison of solution approximations obtained through other tech-
niques. Detailed formulation of the numerical methods used here is the subject of other
work [9,10,18–20]. However, we now provide a brief overview so that the basic approach
is clear.

4.1 A high-resolution Godunov method

The high-resolution Godunov technique [21, 22] has proven successful in approximating
solutions of conservation systems such as (2.1). Schemes in this class evolve cell av-
erages based on an integral formulation of (2.1) and use solution dependent switches to
choose between high-order and low-order approximations. The schemes considered here
achieve second order accuracy for sufficiently smooth flows and reduce to first order near
solution extrema.
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Discrete solutions will be found on the mesh defined by

L
(

[xa,xb],N
)

=
{

xi

∣

∣xi = xa+i∆x, ∆x=
xb−xa

N
, i=0,1,··· ,N

}

. (4.1)

Also introduce the temporal discretization

tn =n∆t, n=1,··· .

A second order approximation to (2.1) is given by

un+1
i =un

i −
∆t

∆x

(

fn+1/2
i+1/2 −fn+1/2

i−1/2

)

, (4.2)

where
un

i ≈u(xi,tn), fn+1/2
i+1/2 ≈ f

(

u(xi+1/2,tn+1/2)
)

.

Notice that the point value at the cell center is a second order approximation to the cell
average. The value un+1/2

i+1/2 is determined as the solution to a Riemann problem, approxi-
mate or exact, at the cell face xi+1/2. The left and right states to this Riemann problem are
denoted un+1/2

L,i+1/2 and un+1/2
R,i+1/2 respectively.

In order to achieve high-order accuracy for smooth flows, a MUSCL type slope cor-
rection is employed [22, 23]. As discussed in [9] and [10], it is important that this slope
correction be performed in primitive quantities in order to avoid spurious oscillations.
Let

w=[ρ,u,p]T ,

be the vector of primitive quantities. In primitive form, Eq. (2.1) becomes

∂
∂t

w+A
∂
∂x

w=0, (4.3)

where

A=





u ρ 0
0 u 1

ρ
0 a2ρ u



.

Taylor series expansions are performed in both space and time and the resulting deriva-
tives are replaced with finite differences. As in [9] this gives

wn+1/2
L,i+1/2 =wn

i +
1
2

Rn
i

(

I−
∆t

∆x
max{0,Λn

i }
)

αn
i , (4.4a)

wn+1/2
R,i+1/2 =wn

i+1−
1
2

Rn
i+1

(

I+
∆t

∆x
min{0,Λn

i+1}
)

αn
i+1, (4.4b)
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where A = RΛR−1 is the eigen-decomposition of the flux Jacobian A. The max and min
functions are applied to each eigenvalue in Λ. The quantity αn

i is defined by

αn
i =MinMod(αn

i,−,αn
i,+),

where

αn
i,−=(R−1)n

i (w
n
i −wn

i−1), (4.5a)

αn
i,+ =(R−1)n

i (w
n
i+1−wn

i ), (4.5b)

and MinMod is the minimum modulus function applied component-wise. Once the
states wn+1/2

L,i+1/2 and wn+1/2
R,i+1/2 are obtained, a simple conversion from primitive to conser-

vative variables is performed to give un+1/2
L,i+1/2 and un+1/2

R,i+1/2. To complete the description,
we note that a Roe approximate Riemann solver for non-ideal EOS is used to solve inter-
cell Riemann problems (see [19, 24] for details). Finally note that for all computations in
this paper the time step is chosen using a CFL number 0.8.
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Figure 2: Numerical results for a contact only problem with the traditional Godunov scheme (4.2) as well as
the scheme with energy corrected source term. Notice the deviation in pressure from UPV flow for the standard
conservative scheme.

4.2 Energy correction method

As discussed in [11], conservative schemes such as Eq. (4.2) can produce unphysical be-
havior near contacts. For example, Fig. 2 shows numerical results for a contact only
Riemann problem with [ρ,u,p]T =[1.5,1,2], for x <1/2; and [ρ,u,p]T =[1,1,2], for x≥1/2.
Here we use the grid L([0,1],100) as defined in Eq. (4.1), and show results at t=0.1. The
exact solution for this problem is a contact with uniform pressure and velocity (UPV) for
all time. The figure shows results for both the Godnov scheme of (4.2), as well as energy
corrected scheme (4.6) with sn

i = 1 (note that the results with sn
i defined using (4.8) are

indistinguishable from those with sn
i = 1 for this problem and are not presented). The
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fundamental problem, that the pressure and velocity oscillate un-physically, is similar to
the problems motivating the work in [9] and [10] and so we introduce a similar energy
correction source term.

The basic energy corrected scheme takes the form

un+1
i = ûn+1

i +sn
i ∆Gn

i . (4.6)

Here ûn+1
i is a provisional solution determined by the usual Godunov update

ûn+1
i =un

i −
∆t

∆x

(

fn+1/2
i+1/2 −fn+1/2

i−1/2

)

,

the source term ∆Gn
i is constructed to maintain UPV flow, and sn

i is a switch to be defined
in Section 4.3. In order to describe ∆Gn

i we perform the auxiliary update

ũn+1
i =un

i −
∆t

∆x

(

f̃n+1/2
i+1/2 − f̃n+1/2

i−1/2

)

, (4.7)

where f̃n+1/2
i±1/2 are flux calculations using an artificially imposed UPV flow. For instance,

the auxiliary flux f̃n+1/2
i+1/2 is determined from the Riemann problem with left and right

states ũn+1/2
L,i+1/2 and ũn+1/2

R,i+1/2 which are the conservative states corresponding to the primi-
tive states

w̃L,i+1/2 =





ρn+1/2
L,i+1/2

un
i

pn
i



, w̃R,i+1/2 =





ρn+1/2
R,i+1/2

un
i

pn
i



.

The source term in Eq. (4.6) is now defined by

∆Gn
i =[0,0,∆En

i ]T,

where

∆En
i = ρ̂n+1

i e
(

ρ̂n+1
i , p̂n+1

i +∆pn
i

)

− ρ̂n+1
i e

(

ρ̂n+1
i , p̂n+1

i

)

,

and

∆pn
i = pn

i − p̃n+1
i .

Notice that the Riemann problems in Eq. (4.7) must be solved using the same Riemann
solver as was used in Eq. (4.6). Refer to Fig. 2, which shows the results for the contact
only problem using the energy correction with sn

i =1.
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Figure 3: Approximations with and without the switch of Eq. (4.8). Both the full domain on the left and more
detailed zoom on the right are show. Failing to turn off the source term near the shock results in a genuinely
non-conservative approximation and convergence to a non-weak solution as shown in the figure.

4.3 Quasi-conservative acoustic switch

In [9,10] the non-conservative source term ∆G was activated only near material interfaces
where two separate gasses contact one another. In the current context that switch is
changed so that the source term is active whenever the acoustic waves are not dominate.
The term sn

i in Eq. (4.6) is used to implement this switch and is defined by

sn
i =











1, if
∣

∣

1
2
(

αn
i,−[1]+αn

i,+[1]
)∣

∣<
∣

∣

1
2
(

αn
i,−[2]+αn

i,+[2]
)∣

∣,

1, if
∣

∣

1
2
(

αn
i,−[3]+αn

i,+[3]
)
∣

∣<
∣

∣

1
2
(

αn
i,−[2]+αn

i,+[2]
)
∣

∣,
0, else.

(4.8)

In Eq. (4.8), the notation αn
i,+[κ] indicates the κ-component of the vector, and the eigen-

decomposition has been performed in such as way that the first and last components of
α correspond to the acoustic fields.

The reasoning to include this type of switch is to ensure that the non-conservative
source term is turned off near shock waves. If the source term is active near shocks, a
truly non-conservative scheme can result and convergence to non-weak solutions can be
exhibited. To illustrate this type of error, Fig. 3 shows numerical results for the scheme
with the acoustic switch (sn

i as in (4.8)) as compared to results from the scheme with a
globally active source term (sn

i =1) using L([0,1],100). The initial conditions represent an
exact shock jump in a JWL gas and are found as outlined in Section 3.1 and set

[ρ,u,p]T =[1.7917,1.3295,5]T , for x <0.25,
and

[ρ,u,p]T =[1,0,1]T , for x≥0.25.

The resulting shock travels to the right with speed 3.009 and results are presented at
t = 0.2. The figure illustrates that failing to turn off the non-conservative source term
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Table 2: Total energy gain by the scheme with and without the acoustic switch for a single shock Riemann
problem where m is the number of grid cells.

m energy gain without switch energy gain with switch
101 3.1383e−2 8.0240e−5
201 3.1399e−2 4.4719e−5
401 3.1384e−2 2.3977e−5
801 3.1389e−2 1.2725e−5
1601 3.1384e−2 6.5999e−6
3201 3.1382e−2 3.4031e−6
6401 3.1381e−2 1.8038e−6
12801 3.1381e−2 9.6341e−7

near shocks will produce, for this case, a genuinely non-conservative result. Further re-
finement reaffirms that the approximation is converging to a non-weak solution. On the
other hand, when the switch of Eq. (4.8) is used, the evidence indicates that in the limit
of vanishing grid spacing the integrated contribution of the source term vanishes. Ta-
ble 2, for example, shows the size of the violation of conservation of total energy for both
schemes as the computational mesh is refined. By using the acoustic switch mechanism of
Eq. (4.8), the violation of energy conservation approaches zero as the mesh is refined and
so in the limit, a conservative result is obtained. We call such schemes quasi-conservative.
For all subsequent results the acoustic switch in (4.8) is used to define sn

i .

5 Numerical results

We now provide a simple numerical example to illustrate that the quasi-conservative
scheme of (4.6) behaves favorably in relation to the conservative scheme of (4.2) in a
number of important ways. First, (4.6) produces results which are devoid of oscillations
in the pressure and velocity even near contacts while (4.2) does not. Secondly the con-
vergence rates for the two methods is investigated near the shock of a Riemann problem.
The quasi-conservative scheme (4.6) is found to converge as O(∆x) while the conser-
vative scheme (4.2) is found to converge at O(∆x2/3). Consider the Riemann problem
[ρ,u,p]T =[0.5,0,1]T , for x <0; and [ρ,u,p]T =[1,0,2]T , for x≥0. Recall that the full model,
including EOS parameters, is given in Section 2. The computational domain for this in-
vestigation is given as L([−5,5],m), and numerical integration is carried out to a final
time t f =1.5. The exact solution is approximated to a small tolerance through the meth-
ods described in Section 3 and is used as a basis for comparison as needed. For this
case, the exact solution consists of a left moving shock, a left moving contact, and a right
moving rarefaction wave.

The numerical approximation found by the conservative Godunov method (4.2) with
m = 200, is shown in Fig. 4. For this approximation, the pressure is not uniform in the
∗-region and the velocity seems to jump across the material contact. Fig. 5 shows the
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Figure 4: (Colour online) Exact solu-
tion for the Riemann problem (black
line) and high-resolution Godunov ap-
proximation (red marks) at t f = 1.5.
The computation is performed using
m=200.
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Figure 5: (Colour online) Exact
solution for the Riemann problem
(black line) and high-resolution quasi-
conservative Godunov approximation
(blue marks) t f = 1.5. The computa-
tion is performed using m = 201 where
m indicates the number of grid cells for
x∈ [−5,5].

solution to the same problem using the quasi-conservative scheme (4.6). Clearly the so-
lution behavior across the contact in the ∗-regions is substantially better than the corre-
sponding fully conservative results in Fig. 4. Also note that the shock lags behind the
exact location for the fully conservative result, while the quasi-conservative result shows
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Table 3: Convergence results for the fully conservative scheme. Shown here are L1 errors near the shock for
x∈ [−3,3.2].

m eρ(m) rate eu(m) rate ep(m) rate
201 3.88e−3 – 1.47e−2 – 1.54e−2 –
401 3.41e−3 0.19 1.29e−2 0.19 1.36e−2 0.18
801 2.84e−3 0.26 1.07e−2 0.27 1.13e−2 0.27
1601 1.78e−3 0.67 6.70e−3 0.68 7.10e−3 0.67
3201 1.19e−3 0.58 4.50e−3 0.57 4.76e−3 0.58
6401 7.94e−4 0.58 3.00e−3 0.58 3.17e−3 0.59
12801 4.91e−4 0.69 1.86e−3 0.69 1.96e−3 0.69
25601 3.17e−4 0.63 1.20e−3 0.63 1.26e−3 0.64
51201 2.02e−4 0.65 7.66e−4 0.65 8.07e−4 0.64
102401 1.30e−4 0.64 4.92e−4 0.64 5.18e−4 0.64
204801 8.29e−5 0.65 3.14e−4 0.65 3.30e−4 0.65

Table 4: Convergence results for the quasi-conservative scheme. Shown here are L1 errors near the shock for
x∈ [−3,3.2]. Also shown in this table is the increase in total energy over the entire domain.

m eρ(m) rate eu(m) rate ep(m) rate total energy gain rate
201 2.23e−3 – 8.45e−3 – 8.87e−3 – 1.25e−1 –
401 1.77e−3 0.33 6.73e−3 0.33 6.96e−3 0.35 8.05e−2 0.63
801 9.73e−4 0.86 3.70e−3 0.86 3.84e−3 0.86 5.15e−2 0.64
1601 5.19e−4 0.91 1.98e−3 0.90 2.04e−3 0.91 3.28e−2 0.65
3201 2.55e−4 1.0 9.71e−4 1.0 1.00e−3 1.0 2.08e−2 0.66
6401 1.24e−4 1.0 4.72e−4 1.0 4.89e−4 1.0 1.32e−2 0.66
12801 6.66e−5 0.90 2.54e−4 0.89 2.61e−4 0.91 8.33e−3 0.66
25601 3.33e−5 1.0 1.27e−4 1.0 1.31e−4 0.99 5.27e−3 0.66
51201 1.65e−5 1.0 6.32e−5 1.0 6.50e−5 1.0 3.32e−3 0.67
102401 8.27e−6 1.0 3.16e−5 1.0 3.25e−5 1.0 2.10e−3 0.66
204801 4.08e−6 1.0 1.55e−5 1.0 1.60e−5 1.0 1.33e−3 0.66

the approximate shock directly atop the exact location.
We now perform a convergence study and measure the L1 convergence of the solution

in the vicinity of the shock. The exact shock propagation velocity is found to be D≈−2.08
and so at t=1.5 the shock location is x≈−3.11. We calculate the L1 error in the solution
for x∈[−3.2,−3] so that we measure convergence near the shock only. Note that the exact
solution is found to much higher tolerances than the three decimals indicated above.

The results for the conservative scheme, shown in Table 3, indicate that for all quan-
tities the convergence near the shock is tending towards O(∆x2/3), the expected rate of
convergence for a 2nd order high-resolution scheme near contacts [25]. The implication
is that the convergence characteristics of the approximations near the contact have influ-
enced the global convergence behavior.

Table 4 shows the L1 errors for x∈ [−3.2,−3] for the quasi-conservative scheme. Also
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Figure 6: Computed approximations for the density. The black line is the exact solution and the marks the
approximations. Numerical results were obtained using the fully conservative scheme (4.2) on the left and the
quasi-conservative scheme (4.6) on the right with m=200,400,··· ,204800.

shown in this table is the increase in total energy over the entire domain. In contrast to the
previous results for the conservative scheme, the convergence rate here is tending toward
O(∆x) for all state variables and the resultant errors are commensurately smaller. That is
to say that the quasi-conservative scheme not only appears to provide better qualitative
approximations as shown by Figs. 4 and 5, the measured convergence rate near the shock
is more rapid than for the fully conservative scheme. Also notice that the violation of
total energy conservation approaches zero at the rate of O(∆x2/3) which indicates that
the contact dominates the non-conservative process.

Fig. 6 shows the density in the computed approximations for all resolutions in Tables 3
and 4 in a zoom near the shock. Both the conservative and non-conservative schemes are
shown. The quasi-conservative scheme demonstrates more accurate placement of the
shock than the fully conservative scheme. For the conservative scheme the number of
cells by which the numerical shock is misplaced increases as a function of resolution.
That is to say that in the limit of vanishing grid spacing, the conservative numerical ap-
proximation will misplace the shock by an infinite number of grid cells although the
method is convergent in an L1 sense. The situation for the non-conservative scheme is
much different in that the approximate solutions correctly locate the shock for all resolu-
tions. By this we mean that the analytic shock location lies in the transition region of the
approximations for all resolutions. Successive refinement then serves only to sharpen the
jump and so the scheme converges as O(∆x).

6 Practical implications

It is important to appreciate when the issues discussed in Section 5 arise in practice and
to gain insight as to what types of errors might be expected. To that end we investigate a
test problem concerning shock interaction with a two-dimensional cylindrical bubble of
higher density material. The single component Euler equations in two dimensions with
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shock

interface

Figure 7: Initial conditions, shown as a numerical schlieren image, for the interaction of a shock with a bubble
of higher density material.

the JWL equation of state are used with the parameters from Table 1 used to define the
EOS. The extension of the one-dimensional model to two dimensions is straightforward
and can be seen for instance in [9, 16]. The extension of the numerical methods is also
straightforward [9, 10].

Fig. 7 shows the initial condition we use for this example as a schlieren image and
Table 5 gives the values for the primitive quantities in the various regions. This initial
condition consists of a quiescent state, a shock located at x=0.05, and a cylindrical region
of gas centered around (x,y)=(0.5,0) with a radius r =0.25. The strength of the shock is
determined through the pressure rise from p=1 in the quiescent gas to p=1.2 in the post-
shock region and the density and velocity in the post-shock region are determined as in
Section 3. The computational domain is the unit square (x,y)∈ [0,1]×[0,1] and Neumann
boundary conditions are applied everywhere. Adaptive mesh refinement is used as dis-
cussed in [9, 19, 20] and the effective grid resolution at the finest level of refinement is
∆x=∆y=1/400. The initial condition near the bubble boundary is set by first finding all
cells through which the analytic bubble boundary cuts. Each such cell is sub-divided by
connecting the two points where the bubble boundary and cell boundary intersect with a
straight line and computing the appropriate areas of the resultant regions. The densities
from Table 5 are then applied over each region and the cell average density computed
from this. Finally the pressure and velocity in Table 5 are set and a conversion to con-
served quantities is performed to complete the initial condition. In this way the initial
conditions are set to second order accuracy and each cell along the bubble boundary will

Table 5: Primitive sates for the initial conditions shown in Fig. 7.

ρ x-velocity y-velocity p
post-shock 0.5505 0.1915 0 1.2
pre-shock 0.5 0 0 1

bubble 2 0 0 1
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Figure 8: Simulation results for the shock-bubble interaction problem at t = 0.2. The upper images show a
numerical schlieren and the lower images the pressure. The results for the quasi-conservative scheme are on the
left and the fully conservative scheme on the right.
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Figure 9: Pressure and x-velocity along the horizontal line through the bubble center at t=0.2. The red marks
indicate the fully conservative results and the blue marks the quasi-conservative ones.

have exact cell averaged density based on a many sided polygon.
After some time the shock will interact with the bubble and soon after we view the

solution. Fig. 8 shows the computed schlieren images and pressure at t =0.2 using both
the fully conservative and quasi-conservative schemes. The color table for pressure has
been chosen to enhance viewing of the higher pressures in the region of shock bubble
interaction. As a result, the pre- and post-shock regions are clipped out of the color table.
The included schlieren images show the broad dynamics and illustrate the basic flow
features. As the pressure contours make clear, there are substantial differences in the
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Figure 10: Simulation results for the shock-bubble interaction problem at t = 0.31. The upper images show a
numerical schlieren and the lower images the pressure. The results for the quasi-conservative scheme are on the
left and the fully conservative scheme on the right.
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Figure 11: Pressure and x-velocity along the horizontal line through the bubble center at t = 0.31. The red
marks indicate the fully conservative results and the blue marks the quasi-conservative ones.

approximations generated by the two methods. For the fully conservative scheme the
pressure jumps through the bubble interface and indeed the location of the interface can
be clearly seen as a numerical artifact in the pressure plots. To contrast this, the pressure
for the quasi-conservative scheme is smooth through the interface and as a result the
overall solution character matches much more closely with expected results based on
simulations with ideal gases [5, 9].

To more clearly see the behavior of the simulation results, Fig. 9 shows the pressure
and x-velocity along the horizontal line through the bubble center. From this figure it
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is clear that the quasi-conservative scheme maintains a smooth pressure profile through
the material interface, but that the fully-conservative scheme contains a small oscillation.
All evidence indicates that this oscillation has similar origins to the oscillations found in
Section 5 and we therefore conclude that they represents unphysical behavior.

Fig. 10 shows the numerical schlieren and pressure contour for the two simulations
at the slightly later time t = 0.31. Here the shock has nearly completed its transit of the
bubble and many complex interactions of the reflected shocks, transmitted shocks, and
the bubble interface have take place. The first item to notice is again how the pressure
plot for the fully conservative scheme shows the bubble boundary where the pressure
oscillates as the interface diffuses. This is particularly true near the far right boundary of
the bubble showing in light blue to green in the pressure contours. As before this is inter-
preted as unphysical behavior. Also of concern is that the interaction of the waves with
the boundary has resulted in different qualitative solutions. For instance the approxima-
tion resulting from the quasi-conservative scheme has the transmitted shock emerging
from the bubble boundary and strengthening the diffracted shock. This shows as a light
green in the color contour plot pressure. To contrast this, the same shock structure is sig-
nificantly weaker for the fully-conservative case. To bring this point home, Fig. 11 shows
the pressure and x-velocity along the horizontal line through the bubble center at t=0.31.
Here again notice that the quasi-conservative scheme not only lacks unphysical wiggles
through the bubble interface, but also that the shock structures are stronger for these re-
sults. It is difficult to definitively declare that one result is ”correct”, but all evidence
indicates that the results from the fully conservative scheme should not be trusted.

7 Conclusions

In this paper we have presented a single fluid-model with non-ideal equations of state
and shown that numerical approximation by a standard fully conservative computational
method may produce poor results. Inclusion of a non-conservative source term was
motivated by a contact only problem. A new switching mechanism was also devised
and shown to be necessary in order to ensure convergence to a conservative weak solu-
tion. A simple Riemann problem then demonstrated that the resulting quasi-conservative
scheme produces results which do not contain the unphysical numerical artifacts seen in
the fully conservative counterpart. Furthermore it was shown that the order of conver-
gence near the shock was higher for the quasi-conservative scheme than for the fully
conservative scheme. This result stands somewhat in contrast to conventional wisdom
which says that conservative schemes should perform better in terms of shock location
than non-conservative schemes. To further address the concerns over conservation in
the quasi-conservative scheme, it was shown that the violation of energy conservation
approaches zero as the mesh is refined and a conservative result is obtained in the limit.

In the end, the primary concern should be that a given simulation converge rapidly
to the physically relevant solution. In some sense, conservation is nothing more than
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another governing equation and there is no particular reason why it should be satisfied
exactly for all resolutions. More effective is to satisfy the whole set of equations, in-
cluding conservation, to some order and rely on convergence in the limit of small mesh
spacing. The high-resolution methods investigated in this paper have asymptotically
identical truncation error and so in that sense they are equivalent. However, it is clear
that some methods converge more rapidly to the relevant solution than do other methods
and it should be rapid convergence as well as physical relevance that is most important.
With this in mind, a more practical realization of the potential problems was investigated.
Here the interaction of a shock with a 2-D cylindrical bubble of dense gas was inves-
tigated. The fully conservative method shows results which have obvious problems in
that the pressure oscillates through the bubble interface while the quasi-conservative re-
sults are in accord with expectations. Based on the information at hand we are drawn to
the conclusion that the approximations from the quasi-conservative method are the ones
to be believed. It should also be stated that although the variation between the results
from the different solution methods is relatively small, the addition of further physical
processes can amplify any differences which do exist. Chemical mechanism, for example,
are often quite stiff as well as highly non-linear and any differences in simulation results
from the flow solvers can result in substantial solution differences in this regime.
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