Comparison of Two Advection-Diffusion Methods for Tephra Transport in Volcanic Eruptions
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Abstract. In order to model the dispersal of volcanic particles in the atmosphere and their deposition on the ground, one has to simulate an advection-diffusion-sedimentation process on a large spatial area. Here we compare a Lattice Boltzmann and a Cellular Automata approach. Our results show that for high Peclet regimes, the cellular automata model produce results that are as accurate as the lattice Boltzmann model and is computationally more effective.
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1 Introduction

When a volcano erupts explosively, tephra are ejected from the crater within a mixture of gas. Tephra are fragments of magma that travel through the atmosphere and eventually sediment on the ground. Numerical models of tephra transport are important for hazard assessments.

Tephra transport is modeled as an advection-diffusion-sedimentation process. In the air, particles are advected by wind and sediment according to the particle terminal velocity. At the same time, they diffuse as a product of turbulence and small particles (<125µm) aggregate as a result of particle-particle interaction and atmospheric condition. Field observations show that aggregation significantly affect tephra deposit [3].
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The lattice Boltzmann method (LB) is widely used for advection-diffusion process [4, 7, 8, 11]. However its numerical stability and accuracy depend on calculation parameters. In [11] the stability of the LB advection-diffusion is shown to depend on the Peclet number.

An alternative to the LB approach is the multiparticle Cellular Automata (CA) model designed to describe the transport of passive scalar point particles in a given velocity field $\vec{u}(\vec{r},t)$. This model has been successfully used in [6, 9] to describe snow or sand transport and validated on several non-trivial examples of snow accumulation by wind and sand erosion around submarine pipelines. In [12] the application of this CA model to tephra transport is also reported.

In spite of these results and the unconditional stability of the CA scheme, no analytical derivation was ever proposed to describe its behavior in terms of a differential equation, and no studies were conducted to compare its computational efficiency with a LB approach.

In what follows we show that the CA transport model actually obeys an anisotropic advection-diffusion equation. However, this unwanted anisotropy only introduces a small error for system with high Peclet numbers, as is the case in tephra transport. In addition, we show that the unconditional stability of the CA model allows us to choose a coarser discretization than with the LB model. As a result, computations of tephra transport with the CA model can be faster and less memory consuming than with the LB model, yet for a comparable accuracy.

2 The multiparticle cellular automata transport model

The snow and sand transport model proposed in [6,9] is a stochastic multiparticle cellular automata (CA). Each cell contains an arbitrary number of point particles which move to a nearest neighbor cell according to a given advecting field $\vec{u}(\vec{r},t)$. The particles keep their discrete nature all along the process. If needed additional interactions (such as aggregation) between grains that meet on the same lattice site can be added. As far as
passive transport is concerned, the effect of \( \vec{u} \) is to give a velocity \( \vec{v}_i \) to each of the particle, where \( \vec{v}_i \) is a discrete velocity chosen randomly in a set of possible values. The fact that the particles are restricted to move on a lattice introduces a numerical diffusion in the model.

For the sake of illustration we consider here the two-dimensional case. Let us define \( \rho(\vec{r},t) \) as the probability to find, at time \( t \), a point particle at spatial location \( \vec{r} \) on the lattice. Let us also consider a D2Q9 topology for which the velocity vectors \( \vec{v}_i \) \((i=0,\cdots,8)\) are defined as

\[
\begin{align*}
\vec{v}_0 &= (0,0), & \vec{v}_1 &= (v,0), & \vec{v}_2 &= (0,v), \quad (2.1a) \\
\vec{v}_3 &= (-v,0), & \vec{v}_4 &= (0,-v), & \vec{v}_5 &= (v,v), \quad (2.1b) \\
\vec{v}_6 &= (-v,v), & \vec{v}_7 &= (-v,-v), & \vec{v}_8 &= (v,-v), \quad (2.1c)
\end{align*}
\]

where \( v = (\Delta x/\Delta t) \), with \( \Delta x \) the lattice spacing and \( \Delta t \) the time step.

We also define \( p_i(\vec{r},t) \) as the probability that a particle at position \( \vec{r} \) and time \( t \) jumps to its nearest neighbor with velocity \( v_i \) and reach, at time \( t+\Delta t \) the site \( \vec{r}+\Delta t\vec{v}_i \).

With these definition the CA transport model can be written as

\[
\rho(\vec{r},t+\Delta t) = p_0(\vec{r},t)\rho(\vec{r},t) + \sum_{i \geq 1} p_i(\vec{r}−\Delta t\vec{v}_i,t)\rho(\vec{r}−\Delta t\vec{v}_i,t) . \quad (2.2)
\]

This equation simply states that the probability to find a particle in \( \vec{r} \) at time \( t+\Delta t \) is due to the particles at time \( t \) that did not move away from \( r \) (this happens with probability \( p_0 \)), plus all the particles reaching \( r \) from the neighbors.

Let us assume that \( \vec{u}(\vec{r},t) \) is in one of the four quadrant spanned by lattice velocities \( v_i \) and \( v_{i+1} \), for \( i=1,2,3 \) or \( 4 \). Let us further assume that due to the action of the advecting field, the particle can have only four possible behaviors. It stays still, moves to \( \vec{r}+\vec{v}_i \), \( \vec{r}+\vec{v}_{i+1} \), or moves diagonally to \( \vec{r}+\vec{v}_i+\vec{v}_{i+1} \). According to the numbering of the velocities \( \vec{v}_i+\vec{v}_{i+1}=\vec{v}_{i+4}, \) for \( i=1,\cdots,4 \), if \( i+1 \) is wrapped onto the values 1 to 4.

In this model, the probability of each of these four movements is determined by the projection of \( \vec{u} \) on \( \vec{v}_i \) and \( \vec{v}_{i+1} \). Therefore the probabilities \( p_i(\vec{r},t) \) are built from the advection speed \( \vec{u}(\vec{r},t) \) as follows

\[
\begin{align*}
p_i &= \frac{\vec{u} \cdot \vec{v}_i}{v^2} \left(1-\frac{\vec{u} \cdot \vec{v}_{i+1}}{v^2}\right), & p_{i+4} &= \frac{\vec{u} \cdot \vec{v}_{i+1}}{v^2} \left(1-\frac{\vec{u} \cdot \vec{v}_i}{v^2}\right), \quad (2.3a) \\
p_0 &= \left(1-\frac{\vec{u} \cdot \vec{v}_i}{v^2}\right) \left(1-\frac{\vec{u} \cdot \vec{v}_{i+1}}{v^2}\right), & p_{i+1} &= \frac{\vec{u} \cdot \vec{v}_i}{v^2} \frac{\vec{u} \cdot \vec{v}_{i+1}}{v^2}. \quad (2.3b)
\end{align*}
\]

The other \( p_j \) are zero for \( j \neq i, i+1, i+4 \). From the above equation it is easy to check that \( p_0+p_i+p_{i+1}+p_{i+4}=1 \). Since \( \vec{u} \) is in the quadrant defined by \( \vec{v}_i \) and \( \vec{v}_{i+1} \) the scalar product \( \vec{u} \cdot \vec{v}_i \) and \( \vec{u} \cdot \vec{v}_{i+1} \) are positive and so are the \( p_i \).
3 The anisotropic advection-diffusion equation

We now derive the PDE associated with (2.2), in two dimensions and for a constant \( \vec{u} = (u_x, u_y) \). Let us call \( \vec{v}_1 \) and \( \vec{v}_2 \) the two lattice velocities that define the quadrant in which \( \vec{u} \) lies. According to our notation, the diagonal velocity is labeled \( \vec{v}_5 = \vec{v}_1 + \vec{v}_2 \).

The probability \( \rho(\vec{r}, t) \) is given by (2.2) which, with our notation, reduces to

\[
\rho(\vec{r}, t + \Delta t) = p_0 \rho(\vec{r}, t) + p_1 \rho(\vec{r} - \vec{v}_1 \Delta t, t) + p_2 \rho(\vec{r} - \vec{v}_2 \Delta t, t) + p_5 \rho(\vec{r} - \vec{v}_5 \Delta t, t).
\]

A Taylor expansion up to order \( O(\Delta t^2) \) gives

\[
\frac{\partial \rho}{\partial t} + \frac{\Delta t}{2} \sum_{i=1,2,5} p_i v_{ia} \partial_a \rho = - \sum_{i=1,2,5} p_i v_{ia} \partial_a \rho + \frac{\Delta t}{2} \sum_{i=1,2,5} p_i v_{ia} v_{i\beta} \partial_a \partial_\beta \rho ,
\]

where indices \( \alpha \) and \( \beta \) refer to the spatial components of \( \vec{v}_i \) and we used the Einstein summation convention over repeated Greek indices.

The quantity \( \sum_{i=1,2,5} p_i \vec{v}_i \) is easily calculated using expressions (2.3b)

\[
p_1 \vec{v}_1 + p_2 \vec{v}_2 + p_5 \vec{v}_5 = \frac{\vec{u} \cdot \vec{v}_1}{v^2} \left( 1 - \frac{\vec{u} \cdot \vec{v}_2}{v^2} \right) \vec{v}_1 + \frac{\vec{u} \cdot \vec{v}_2}{v^2} \left( 1 - \frac{\vec{u} \cdot \vec{v}_1}{v^2} \right) \vec{v}_2 + \frac{\vec{u} \cdot \vec{v}_1 \vec{u} \cdot \vec{v}_2}{v^2} (\vec{v}_1 + \vec{v}_2)
\]

\[
= \frac{\vec{u} \cdot \vec{v}_1}{v^2} \vec{v}_1 + \frac{\vec{u} \cdot \vec{v}_2}{v^2} \vec{v}_2 = \vec{u}
\]

(3.2)

because \( \vec{v}_1 \) and \( \vec{v}_2 \) are orthogonal vectors. Note that this result is valid for any orientation of the coordinate axes.

The other term to be computed in (3.1) is \( \sum_{i=1,2,5} p_i v_{i\alpha} v_{i\beta} \). Due to the expression of \( p_i \) in terms of \( \vec{v}_i \), it produces terms like \( \sum_{i=1,2,5} v_{i\alpha} v_{i\beta} \) which actually depends on the choice of the orientation of coordinate system (i.e., the specific value of the components of the \( \vec{v}_i \)'s). This term is thus not invariant under rotation. We shall compute it for the specific choice of orientation given in (2.1c). Thus \( \vec{v}_1 \) has only a \( x \)-component and \( \vec{v}_2 \) a \( y \)-component. Therefore

\[
\frac{\Delta t}{2} \sum_{i=1,2,5} p_i v_{ia} v_{i\beta} \partial_a \partial_\beta \rho = \frac{\Delta t}{2} \sum_{i=1,2,5} \frac{u_x v_{ia}}{v^2} \partial_a \partial_\beta \rho + \frac{\Delta t}{2} \sum_{i=1,2,5} \frac{u_y v_{ia}}{v^2} \partial_a \partial_\beta \rho.
\]

(3.3)

Then we can write

\[
\frac{\Delta t}{2} \sum_{i=1,2,5} p_i v_{ia} v_{i\beta} \partial_a \partial_\beta \rho = \partial_a d_{a\beta} \partial_\beta \rho,
\]

(3.4)
where the matrix $d_{\alpha\beta}$ is defined as

$$d = \frac{\Delta t v^2}{2} \begin{pmatrix} \frac{u_x}{v} & \frac{u_x u_y}{v^2} \\ \frac{u_x u_y}{v^2} & \frac{u_y}{v} \end{pmatrix}. \tag{3.5}$$

We can now rewrite (3.1) using (3.2), (3.4) and (3.5). It becomes

$$\partial_t \rho + \frac{\Delta t}{2} \partial_{\alpha}^2 \rho = -u_\alpha \partial_\alpha \rho + \partial_\alpha d_{\alpha\beta} \partial_\beta \rho. \tag{3.6}$$

In order to eliminate the second order time derivative in this equation we first differentiate it with respect to time. Neglecting derivatives of 3rd order, the time-derivative of (3.6) gives

$$\partial_\alpha \partial_\beta \rho = \frac{\Delta t}{2} u_\alpha \partial_\alpha \partial_\beta \rho.$$  

And, similarly, $\partial_\alpha \partial_\beta \rho$ is obtained by a spatial derivative of (3.6), again discarding 3rd order derivatives $\partial_\alpha \partial_\beta \rho = -\partial_\alpha u_\beta \partial_\beta \rho$, where we have paid attention to change the name of the summation index. Combining the last two equations gives

$$\Delta t \frac{\partial_\alpha \partial_\beta \rho}{2} = \Delta t \frac{\partial_\alpha \partial_\beta \rho}{2} u_\alpha \partial_\alpha u_\beta \partial_\beta \rho = \frac{1}{2} v^2 \Delta t \partial_\alpha \frac{u_\alpha}{v} u_\beta \partial_\beta \rho = \partial_\alpha f_{\alpha\beta} \partial_\beta \rho, \tag{3.7}$$

where $f_{\alpha\beta}$ is a lattice contribution to the diffusion matrix whose expression is

$$f = \frac{\Delta t v^2}{2} \begin{pmatrix} \frac{u_x^2}{v^2} & \frac{u_x u_y}{v^2} \\ \frac{u_x u_y}{v^2} & \frac{u_y^2}{v^2} \end{pmatrix}. \tag{3.8}$$

Finally, using (3.7), Eq. (3.6) becomes

$$\partial_t \rho + u_\alpha \partial_\alpha \rho = \partial_\alpha (d_{\alpha\beta} - f_{\alpha\beta}) \partial_\beta \rho, \tag{3.9}$$

or, with the diffusion matrix $D_{\alpha\beta} = d_{\alpha\beta} - f_{\alpha\beta}$,

$$D = \frac{\Delta t v^2}{2} \begin{pmatrix} \frac{u_x}{v} - \frac{u_x^2}{v^2} & 0 \\ 0 & \frac{u_y}{v} - \frac{u_y^2}{v^2} \end{pmatrix}, \tag{3.10}$$

the advection-diffusion equation corresponding to the 2D multiparticle CA model is

$$\partial_t \rho + u_\alpha \partial_\alpha \rho = \partial_\alpha D_{\alpha\beta} \partial_\beta \rho. \tag{3.11}$$

We observe that $D$ is anisotropic, even though the lattice diffusion has removed the non-diagonal contributions. This is clearly an unwanted feature of the model as it reflects a non invariance under a rotation of the coordinate axes.
4 Numerical validation

4.1 Anisotropic advection-diffusion

We shall first verify numerically that our CA model obeys Eq. (3.11). The general solution of an anisotropic advection diffusion

\[ \partial_t \rho + u_\alpha \partial_\alpha \rho = \partial_\alpha D_{\alpha \beta} \partial_\beta \rho \]  

is

\[ \rho(\vec{r}, t) = \sum_k A_k e^{-\left(k_\alpha u_\alpha k_\beta + k_\beta D_{\alpha \beta} k_\alpha \right) t} \overline{e}^{i \vec{k} \cdot (\vec{r} - \vec{u} t)} , \]

where \( \vec{k} \) denotes all the possible wave vectors. For a discrete periodic system of size \( L_x = N_x \Delta x \) and \( L_y = N_y \Delta x \), the acceptable \( \vec{k} \)s are \( \vec{k} = 2\pi (n_x/L_x, n_y/L_y) \), with \( n_x \in \{0, 1, \cdots, N_x - 1\} \) and \( n_y \in \{0, 1, \cdots, N_y - 1\} \).

Here we consider the case of a periodic system of size \( L_x = L_y = 1 \), in some physical units that we simulate until time \( t = 1 \), also in some physical units. We choose \( N_x = N_y = 20 \) and \( \Delta t = 0.05 \) (in the same units as \( t \)). We take \( \vec{u} = (0.7, 0.1) \overline{v} \), where \( \overline{v} = \Delta x / \Delta t \) and \( \Delta x = L / N_x \). As an initial condition, we take \( \rho(\vec{r}, 0) = \cos(\vec{k} \cdot \vec{r}) \), for \( \vec{k} = (2\pi/L)(1, 1) \).

We observe a very good agreement between simulation and theory, showing that our analytical derivation is correct. Actually it can be checked that the CA obeys Eq. (3.11) up to second order in the lattice spacing \( \Delta x \). Table 1 gives the error

\[ \epsilon = \frac{1}{N^x} \sum_{\vec{r}} \left| \rho(\vec{r}, t) - \rho_{th}(\vec{r}, t) \right| \]

as a function of the discretization. We observe a reduction of the error by a factor 4 as \( \Delta x \) decreases by a factor 2.

Table 1: Value of the error between the analytical expression and the numerical simulation for different discretization level. Here \( \Delta x = L / N_x \), \( N_x = N_y = L = 1 \), \( T = 1 \), \( u_x = 0.7 \overline{v} \), \( u_y = 0.1 \overline{v} \), and \( \overline{v} = \Delta x / \Delta t \). Note that, when refining the grid we have refined the time accordingly.

<table>
<thead>
<tr>
<th>( N_x )</th>
<th>( \Delta t )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>21.3e-4</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>6.2e-04</td>
</tr>
<tr>
<td>40</td>
<td>0.025</td>
<td>1.73e-04</td>
</tr>
<tr>
<td>80</td>
<td>0.0125</td>
<td>0.46e-04</td>
</tr>
</tbody>
</table>

4.2 Effective diffusion

Since our model produces an anisotropic diffusion, we may want to know which isotropic diffusion coefficient approximates it best. A natural solution is to define an effective
The diffusion coefficient which is the average of $D_{xx}$ and $D_{yy}$. So we define

$$
\bar{D} = \frac{\Delta t v^2}{4} \left[ \frac{u_x}{v} + \frac{u_y}{v} - \frac{u_x^2}{v^2} - \frac{u_y^2}{v^2} \right].
$$

(4.2)

We shall now study the behavior of our model in the case of a symmetrical and localized initial condition given by

$$
\rho(\vec{r},0) = a \exp \left[ -\frac{(x-L/2)^2 + (y-L/2)^2}{2b^2} \right],
$$

where $a$ and $b$ are some parameters.

The time evolution of such an initial condition, subject to an advection-diffusion process, is from [11]

$$
\rho(\vec{r},t) = \frac{ab^2}{b^2 + 4\bar{D}t} \exp \left[ -\frac{(x-L/2-u_x t)^2 + (y-L/2-u_y t)^2}{2b^2 + 4\bar{D}t} \right].
$$

(4.3)

Note that this solution assumes an infinitely large system. With a finite computational domain, $t$ should be chosen small enough so that the boundary conditions do not play a role.

We now consider a numerical experiment in which our CA model shows its undesired anisotropic diffusion due to the fact that $u_x \neq u_y$. In order to estimate the importance of this model artifact, we compare the result of a numerical simulation with the prediction of (4.3).

We choose $L = 1$, $N_x = 40$, $t = 0.4$, $\Delta t = 0.025$, $a = 1$ and $b = 2\Delta x$. Different advecting speeds are considered. When $\vec{u}$ is along the diagonal of the lattice, the diffusion tensor $\bar{D}$ reduces to a scalar value and the CA model is isotropic. Otherwise, $\bar{D}$ has two different components and the situation is anisotropic.

To compare the CA model with the theoretical solution of an isotropic advection-diffusion with effective diffusion $\bar{D}$, we consider the error $\epsilon$ defined as

$$
\epsilon = \frac{\sum_{\vec{r}} |\rho_{th}(\vec{r},t) - \rho(\vec{r},t)|}{\sum_{\vec{r}} \rho_{th}(\vec{r},t)}.
$$

As opposed to [11] we no longer normalize the error by $N_x^2$ because $\rho$ is localized in a small region of the space. With our choice of parameter, the $N_x^2$ normalization would artificially decrease the error by a factor $64 = N_x^2 / \sum_{\vec{r}} \rho_{th}(\vec{r},t) = 1600/25$.

Table 2 summarizes our results and quantifies the importance of the undesired anisotropy of the model. For high Peclet number, the accuracy of the CA model is then pretty good. The Peclet number is computed as $Pe = uL / \bar{D} = 4N_x / (1 - (u/v))$.

Note that the error we obtain here are comparable in magnitude with those reported in [11], not even taking into account the difference of normalization. Therefore, in the anisotropic case, the CA model performs only slightly worse than the D2Q9 LB model (and better than the D2Q5).
Table 2: Value of the error between the analytical expression and the numerical simulation for different Peclet number and either an anisotropic or an isotropic situation. Here $L = 1, \Delta x = L/N_x, N_x = N_y, \Delta t = 0.025$ and $v = \Delta x/\Delta t$.

<table>
<thead>
<tr>
<th>Pe</th>
<th>$\vec{u}/v$</th>
<th>$t$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>anisotropic</td>
<td>377</td>
<td>(0.1,0.7)</td>
<td>0.4</td>
</tr>
<tr>
<td>isotropic</td>
<td>377</td>
<td>(0.7,0.7)</td>
<td>0.4</td>
</tr>
<tr>
<td>isotropic</td>
<td>11314</td>
<td>(0.99,0.99)</td>
<td>0.2</td>
</tr>
<tr>
<td>anisotropic</td>
<td>16000</td>
<td>(0.99,0)</td>
<td>0.2</td>
</tr>
</tbody>
</table>

5 Stability analysis and calculation efficiency

When running either the CA or the LB simulations, the cell size $\Delta x$ and time step $\Delta t$ should be chosen as large as possible in order to reduce the computational work and memory requirement. However, accuracy and stability constraints set a limit to the maximum value we can choose.

To specify the physical parameters of the problem, we choose the example of the Askja volcano 1875 eruption (unit D) [10]. During this eruption, volcanic plume reached a 26km height [2]. The height of the bottom of the umbrella cloud ($H_{cb}$) where tephra start to fallout, can be estimated to 14.6km with derivation from [1]. Grain size distribution of the tephra on the ground was studied in the field from the vent to 200km far from the vent. Therefore, the calculation domain should be 14.6km × 200km. Wind velocity model is suggested by [1]: it varies with height and the maximum wind is 28m/s at the height of tropopause. However, we can use constant wind velocity 25m/s for simplicity. The particle terminal velocity depends on the altitude. It is given in [1], assuming a spherical particle model. The travel time of a particle until sedimentation on the ground (i.e., the duration of the simulation) can be estimated without diffusion. For the smallest particles, it is around 80000 seconds. Grain-size analysis of the ground sediments is done by [10]. In this report, grain size varies from $-9\phi$ to $4\phi$ ($\phi$ is defined as $\phi = -\log_2 d$, where $d$ is particle diameter in mm). The average grain size is $-2.3\phi$. The mean terminal velocity of the mean grain size is around 5m/s. Therefore, advection speed is $\vec{u} = (25,-5)$, i.e., $|\vec{u}| = 27$ m/s. Diffusion coefficient of tephra fall range from $\approx 5\times10^{-5}$ to $\approx 100\text{m}^2/\text{s}$ vertically, and from $\approx 100$ to $\approx 10^4\text{m}^2/\text{s}$ horizontally [5]. As an applicable value for both horizontal and vertical directions, we can choose the diffusion coefficient $D = 100\text{m}^2/\text{s}$. All the parameters of tephra transport are listed in Table 3.

We have analyzed the stability of LB model by numerical experiments corresponding to the Askja 1875 eruption. The advection speed $u$ and the diffusion coefficient $D$ are given. The parameters that will impact the stability are the lattice spacing $\Delta x$ and the time step $\Delta t$. Alternatively, we can explore the stability region in terms of $\Delta x$ and the Courant number $\gamma$, defined as $\gamma = u\Delta t/\Delta x$. Then $\Delta t$ can be written as

$$\Delta t = \Delta t(\Delta x, \gamma) = \gamma \frac{\Delta x}{u}. \quad (5.1)$$
Table 3: Parameters of tephra transport (Askja 1875 eruption).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain Width</td>
<td>200</td>
<td>km</td>
</tr>
<tr>
<td>Domain Height</td>
<td>14.6</td>
<td>km</td>
</tr>
<tr>
<td>Duration of simulation</td>
<td>80000</td>
<td>s</td>
</tr>
<tr>
<td>Wind Velocity</td>
<td>25</td>
<td>m/s</td>
</tr>
<tr>
<td>Mean grain size</td>
<td>-2.3</td>
<td>φ</td>
</tr>
<tr>
<td>Mean advection speed</td>
<td>27</td>
<td>m/s</td>
</tr>
<tr>
<td>Diffusion coefficient</td>
<td>100</td>
<td>m²/s</td>
</tr>
</tbody>
</table>

The diffusion coefficient $D$ of the LB advection-diffusion model is reported for instance in [4, 8, 11], as a function of the so called relaxation time parameter $\tau > 1/2$. For a given $D$, $\tau$ is a function of $\Delta x$ and $\gamma$

$$\tau = \frac{2D\Delta t}{(\Delta x)^2} + \frac{1}{2} = \frac{2D\gamma}{u\Delta x} + \frac{1}{2}.$$  \hspace{1cm} (5.2)

From Eqs. (5.1) and (5.2), we fully specify the LB simulation, for any choice of $\Delta x$ and $\gamma$. Fig. 2 shows the measured stability region in the $\Delta x$-$\gamma$ plane. Note that in our numerical experiment we used a terminal velocity which varies with the height [1], which put extra constraints on the stability of the LB model compare to [11].

![Figure 2: Result of stability analysis, for $u$ and $D$ given. Black squares are unstable points. Gray triangles are stable but the sum of the density has negative value. White circles are stable points. Among these points, we can find the maximum $\Delta x$ and maximum $\gamma$ which is $\Delta x = 40$ and $\gamma = 0.4$.](image)

The maximum $\gamma$ and $\Delta x$ are chosen within the clearly stable region of Fig. 2. The maximum cell size $\Delta x$ and time step $\Delta t$ are then found to be $\Delta x = 40$ m, $\Delta t = 0.59$ s (LB).

For the CA model, the effective diffusion coefficient is

$$D = \frac{\Delta t u^2}{2} \left( \frac{u}{v} \right) \left( 1 - \frac{u}{v} \right).$$  \hspace{1cm} (5.3)
By substituting Courant number \( \gamma = u/v = u \Delta t/\Delta x \), we can get
\[
D = \frac{\Delta x}{2} u(1-\gamma), \quad \text{and thus} \quad \Delta x = \frac{2D}{u(1-\gamma)}.
\] (5.4)

The CA simulation is unconditionally stable but it is necessary to have \( \gamma < 1 \) all over the calculation. Therefore, we chose \( \gamma = 0.96 \), which then gives \( \Delta x = 400 \text{m} \) and \( \Delta t = \gamma \Delta x / u = 1.92 \text{s} \) (CA).

We thus observe that the cell size \( \Delta x \) is 10 times larger than that of LB model and the time step \( \Delta t \) is about 3 times longer than in the LB model.

With the above choices of \( \Delta x \) and \( \Delta t \), we can analyze the computational efficiency of both solvers.

**LB efficiency** In each site of LB model, we have \( Q = 4 \) distribution functions with a D2Q4 model (Table 4). Realistic value of particle distribution (e.g., \( G = 13 \) for Askja volcano) are necessary for a comprehensive story of tephra dispersal and sedimentation. Therefore memory usage of LB model is proportional to \( N_{site} \times Q \times G \), where \( N_{site} = 1.8 \times 10^6 \). Its computational work is proportional to the total number of site updates. The number of iterations is \( I = T/\Delta t = 1.36 \times 10^5 \), where \( T \) is the physical time which is simulated.

Memory \( \propto N_{site} \times Q \times G = 1.83 \times 10^6 \times 4 \times 13 = 9.51 \times 10^7 \),

Computational work \( \propto N_{site} \times I \times G = 1.83 \times 10^6 \times 1.36 \times 10^5 \times 13 = 3.23 \times 10^{12} \).

**CA efficiency** In the CA model, the memory scales as \( N_{site} \times G \) because, for each class of grain size, we only need to store an integer value corresponding to the number of particles of that size.

For the particle movement, different types of update schemes can be considered [6, 9]. The slowest one requires to move each particle one by one, according to random numbers. In that case, the CPU time grows as \( N_{site} + P \), where here \( P = 10^5 \) is the total number of transported particles over the full system, and \( N_{site} = 1.8 \times 10^4 \) is the number of site of the CA lattice. For the case of the Askja eruption, the full calculation takes a few hours on a standard laptop (Intel(R) Core(TM)2 Duo CPU at 2.26GH and 1968MB ram).

<table>
<thead>
<tr>
<th>( \Delta x )</th>
<th>Cell Size</th>
<th>LB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t )</td>
<td>Time step</td>
<td>0.59</td>
<td>1.92</td>
</tr>
<tr>
<td>( N_{site} )</td>
<td>Number of site</td>
<td>( 1.83 \times 10^6 )</td>
<td>( 1.8 \times 10^4 )</td>
</tr>
<tr>
<td>( I )</td>
<td>Number of iteration</td>
<td>( 1.36 \times 10^5 )</td>
<td>( 4.17 \times 10^4 )</td>
</tr>
<tr>
<td>( P )</td>
<td>Number of particle</td>
<td>( 10^5 )</td>
<td></td>
</tr>
<tr>
<td>( Q )</td>
<td>Number of velocities</td>
<td>( 4 ) (D2Q4)</td>
<td></td>
</tr>
<tr>
<td>( G )</td>
<td>Number of grain-size class</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>
Table 5: Comparison of calculation efficiency. Here, computational work refers to the total number of site updates.

<table>
<thead>
<tr>
<th></th>
<th>LB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>$9.51 \times 10^7$</td>
<td>$2.34 \times 10^5$</td>
</tr>
<tr>
<td>Computational work</td>
<td>$3.23 \times 10^{12}$</td>
<td>$9.76 \times 10^9$</td>
</tr>
</tbody>
</table>

In a faster updated scheme, the particles are moved by blocks, assuming a Gaussian distribution for the choice of directions [9]. In this case, the CPU time scales as $N_{\text{site}} \times G$. Note that both approaches keep the discrete nature of the particles all along the process and include fluctuations.

But a much faster way is to simulate the real-valued density resulting from the CA dynamics, directly with Eq. (2.2), according to the local values of the $p_i$’s. Then the CPU time is reduced to a few minutes on a laptop. The computational work of this approach goes as the total number of site $N_{\text{site}} \times G$ multiplied by the number of iterations $I = 4.17 \times 10^4$.

\[
\text{Memory} \propto N_{\text{site}} \times G = 1.8 \times 10^4 \times 13 = 2.34 \times 10^5,
\]

\[
\text{Computational work} \propto N_{\text{site}} \times G \times I = 1.8 \times 10^4 \times 13 \times 4.17 \times 10^4 = 9.76 \times 10^9.
\]

The result of the comparison is shown in Table 5. We observe that both memory and computational work are two orders of magnitude larger for the LB model. For high Peclet numbers, the intrinsic anisotropy of the CA model is negligible and we can conclude that, for tephra transport, the CA approach is computationally more appropriate than the LB, at least if we use Eq. (2.2) to update the density of transported particles. As to accuracy, our observation (not shown here) is that both the CA and LB model give consistent results which are well within the precision limits of the field observations.

6 Conclusions

We compared two numerical models for advection-diffusion-sedimentation: a multiparticle CA and a LB model. We gave a mathematical description of the CA model and showed that, up to second order in time and space, it simulates an advection process with anisotropic diffusion. However, for high Peclet numbers, the behavior of the model can be well approximated by an effective isotropic diffusion coefficient.

We determined the parameters of the LB model that give the fastest simulation of the transport of tephra in the 1875 eruption of the Askja volcano. Due to numerical stability constraints, the mesh size and time step of the LB method must be much smaller than that for the CA model, which is unconditionally stable. This causes an increase of about two orders of magnitude in the time and space complexity of the LB method as compared to the CA method. In terms of accuracy, both methods are of the same level, in spite of the difference in the space and time discretization.
As discussed in the introduction, particle aggregation significantly affects tephra deposit. Therefore, we are planning to describe particle aggregation with our CA model which provides a suitable framework for particle-particle interaction process.
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